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ABSTRACT: The three-dimensional reference interaction-site model self-consistent-field (3D-
RISM-SCF) method was applied to the electronic structure of hexahydrated chromium trication
[Cr(H,0)¢)*" in aqueous solution. The 3D distribution around [Cr(H,0)¢]** showed 12
maximum density points arising from hydrogen bonds, as well as eight local maximum points at the
hollow sites, in the second hydration shell. The 3D distribution function also indicated 20 local
maximum sites in the third hydration shell. The low-lying excited states of vertical transitions were
computed using time-dependent density functional theory (TD-DFT), including the electric field
from the solvent. The electronic configurations and excitation energies calculated using DFT and
3D-RISM-SCF were very similar, although the orbital energies involved in the transition were
rather different. The two lowest excited states (1*T and 2*T) were roughly assigned to the d—d

transitions, and the third and fourth excited states (3*T and 4*T) were assigned to ligand-to-metal
charge-transfer transitions. The computed excited energies were in good agreement with the experimental values.

I. INTRODUCTION

Hydration of transition metals plays an important role in
condensed-phase chemistry and biochemistry. Therefore,
hydrated metal ions have been the subject of extensive
experimental and theoretical studies. For instance, to investigate
the static structure of hydrated ions, a variety of experimental
techniques, such as X-ray and neutron diffraction experiments,
have been applied. Theoretical approaches also have been
applied because of the development of electronic structure
theory and solution theory based on simulation. In particular,
the excited state electronic structures as well as the ground state
have been well elucidated recently using density functional
theory (DFT) or multiconfigurational electronic structure
theory.

The properties of complexes of transition metal ions are
influenced by the large variation in the d-electron config-
urations. In solution, the changes in geometrical structure,
chemical reactions, and thermodynamic properties of the
complexes along the series show similar trends for different
ligands. In aqueous solution, the first-row transition metal
dications and trications are surrounded by an inner hydration
shell of six water molecules, resulting in an octahedral or near-
octahedral species. Crystal field theory states that the resulting
field splits the degenerate atomic 3d orbitals into molecular e
and t,, orbitals. The traditional view is that the characteristic
absorption bands in the visible and near-ultraviolet regions are
due to transitions between these molecular orbitals (MO).

Many theoretical studies have been conducted so far. The
simplest way to model the hydrated ions is treating an essential
part of them as an isolated quantum system. Aakesson and co-
workers' obtained binding energies and metal—oxygen (M—0O)
bond distances using Hartree—Fock calculations for the
divalent and trivalent metal ions of the first-row transition

-4 ACS Publications  © 2013 American Chemical Society

8314

metals. They found that the variation of the calculated M—O
bond distances was consistent with the trend expected from
ligand-field theory. Landry-Hum and co-workers® studied
triplet electronic states in d* and d® complexes ([V(H,0)q]*"
and [Ni(H,0)4]*, respectively) using absorption spectroscopy
and high level ab initio molecular orbital analysis. They used
the complete active space self-consistent field method followed
by second-order perturbation theory (CASSCF/CASPT2) and
found that octahedral complexes of transition metal ions with
d? and d® electron configurations have triplet electronic states
with identical Ty, Ay, Tlg(sF), and Tlg(g’P) symmetry labels.
However, these theoretical calculations did not include the
solvent effects from beyond the ligand molecules.

To include the solvent effects, Chillemi and co-workers® have
developed an effective computational procedure for the
structural and dynamical investigation of ions. In their methods,
quantum mechanical energy surfaces for the interaction of a
transition metal ion with a water molecule have been calculated
taking into account the effect of bulk solvent using the
polarizable continuum model (PCM). The effective ion—water
interactions were fitted using suitable analytical potentials and
have been utilized in molecular dynamics simulations to obtain
structural and dynamical properties of ionic aqueous solutions.
A combined ab initio quantum mechanics/molecular mechan-
ical (QM/MM) approach was developed by Rode and co-
workers.* They treated the ion and its first hydration sphere at
the Born—Oppenheimer ab initio quantum mechanical level,
while classical pair and three-body potentials were employed
for the rest of the system. Tuchi and co-workers® constructed a
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model Hamiltonian to describe the electronic structure of Ni**
in aqueous solution using multiconfigurational quasidegenerate
perturbation theory (MC-QDPT). Using the model Hamil-
tonian, they performed molecular dynamics simulation
calculations for the ground state of Ni** in aqueous solution
to calculate the electronic absorption spectral shape as well as
the ground state properties. Although these theoretical
methods successfully account for solvation structures and
properties of transition metal ions, it is not a simple task to
describe the electronic excitation of a transition metal ion in
solution quantitatively even now.

A difficulty in studying excited states is that most of the
dications and trications of the 3d transition metal hexahydrates
have degenerate ground states because of their high molecular
symmetry. In such a situation, state averaging (or configuration
averaging) is necessary to treat the degenerate ground states
equally, avoiding nonequivalent degenerate MOs or states,
which limits the electronic structure studies on the transition
metal complexes. The state-averaging multiconfigurational self-
consistent field (SA-MCSCF) method is a solution to this
problem. However, the SA-MCSCF results are not so
quantitative, especially for excited states, and therefore,
subsequent use of costly multireference perturbation or
configuration-interaction methods is necessary to obtain
accurate results.

In the present article, we examine the electronic structure of
chromium hexahydrate trication [Cr(H,0)s]** and its solvation
structure in aqueous solution in detail as an example of
transition metal ions in solution, using DFT and time-
dependent DFT (TD-DFT) coupled with the three-dimen-
sional reference interaction-site model (3D-RISM-SCE/
DFT)®” as well as the one-dimensional version of RISM-
SCE/DFT.® The 3D-RISM-SCF method is a hybrid method of
ab initio electronic structure theory and the integral equation
theory for solutions. The trication [Cr(H,0)¢]*" has a
nondegenerate ground state; namely, it is an exception to the
degenerate ground state complexes, along with [Co(H,0)4]*".
Thus, some advantages of DFT, such as computational
compactness and variationality, are fully utilized during the
SCF process between electronic and solution states in the 3D-
RISM-SCF calculation.

The organization of this article is as follows. In section II, we
describe the computational method and the details of the
calculations used in the present article. Section III shows the
results of the calculations. The optimized structure of
[Cr(H,0)]’", the solvation structure, the ground and excited
state electronic structures, and vertical excitation energies are
reported and discussed. Conclusions are given in section IV.

Il. COMPUTATIONAL METHODS

Brief Overview of the 3D-RISM-SCF Method. We very
briefly review the 3D-RISM-SCF method. The 3D-RISM-SCF
method®” is a combined method of electronic structure theory
and integral equation theory, which is an extension of the
RISM-SCF method (in this article, called the 1D-RISM-SCF
method)® initially developed by Ten-no, Hirata, and Kato. The
solvated molecule is treated by quantum chemistry, whereas the
surrounding solvent molecules are treated by statistical
mechanics.

Assume a molecule in solution at infinite dilution. The
Helmboltz free energy A of the solute—solvent system is given
as the sum
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A=E_.. + Au (1)

where E . is the solute electronic energy computed from
quantum chemical electronic structure theory and Ay is the
excess chemical potential coming from the solute—solvent
interaction. In the 3D-RISM-SCF method, the excess chemical
potential is computed from the number density of the solvent
p, and the interaction potential between the solute molecule
and solvent site ¥ at point r:

Au=p /O'ld,l /dr Z ﬁuy(r)g:(r)

yEsolvent

solute

)

where g (r) and u,(r) denote the 3D distribution function and
solute—solvent interaction potential, respectively. If we employ
Kovalenko—Hirata (KH) closure, this equation becomes

Mu=pht X [l @P0-h6)/2 - o)

yEsolvent
= h,(r)c,(r)/2] 3)

Here, kg is the Boltzmann constant, T is the absolute
temperature, and 0(x) is the Heaviside step function. Functions
h,(r) and c(r) are the 3D-site total and direct correlation
functions, respectively.

The Helmholtz free energy is a functional of the electronic
wave function ¥ (or electronic density in DFT) of the solute
molecule, and the correlation functions h,(r) and ¢ (r): A =
A[Y, h,(r), ¢,(r)]. The basic equations of the 3D-RISM-SCF
method are derived by the variation of the free energy, eq 1,
with respect to the electronic wave function (or the electronic
density in DFT) and the correlation functions, h,(r) and
cy(r).6’7 If we adopt Kohn—Sham DFT for the solute electronic
structure theory, the resulting equation for the solute molecules
is the Kohn—Sham equation (KS) for the KS operator f that
includes the interaction from the solvent molecules:

fo(r) = ep(r) 4)

where ¢ and ¢(r) are the orbital energy and KS orbital,
respectively. The equations for the solvent are the KH closure
relation and the 3D-site Ornstein—Zernike (OZ) equation:g’10

hy(x) = ¢(r)*(, (r) + phy(r)) (3)

where a)ly(r) =6(r— lly) is the intramolecular correlation matrix
of a solvent molecule with site separation [,,, and the operation
symbol * means the convolution in direct space and summation
over repeated site indices. This matrix @, describes the
molecular structure of solvents in the interaction site model by
giving distance constraints to all pairs of atoms. These basic eqs
4 and § (with the KH closure relation) are coupled with each
other via the interaction potentials between the solute and
solvent molecules, and supplemented by the solvent—solvent
1D-RISM equation:""

W'(r) = o(r)*c"(r)*(w(r) + ph"(r)) (6)

where the superscript vv denotes solvent—solvent functions and
the matrix elements of h”, @, and ¢ are hjj, w,, and ¢,
respectively. In the 1D-RISM-SCF method, eqs 2, 3, and § are
replaced by the equations

1
Au = 4mp, /O i / & Y Y gk ()

a€Esolute yEsolvent

™)
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Ap = 4npkyT Z Z

a€Esolute yEsolvent

/2 = 6 (1) = hy (e (1) /2]

[ @ 10, (07 0(=,, (1))

(8)

h(r) = o(r)*c(r)*(@(r) + ph(r)) 9)
respectively. It is noted that the intramolecular correlation
matrix, @,,(r), appears twice in the 1D-RISM equation, eqs 6
and 9, while only once in the 3D-RISM equation, eq 5. This is
because the 1D-RISM employs the interaction site model for
both the solute and solvent, whereas 3D-RISM employs only
for the solvent. Using these equations, the electronic structure
of the solute molecules and solvent structure are determined
self-consistently. The derivation and applications of the 3D-
and 1D-RISM-SCF methods have been described previ-
ously.® %1

Computational Details. The geometry of [Cr(H,0)¢]*",
the ground electronic structures, and the solvent distribution
around the ion were determined by the 3D- and 1D-RISM-SCF
methods described in the previous subsection. The excited
states were obtained using TD-DFT. (Gas phase calculations
were also done for comparison with those in the solution
phase.) The electronic structure method for the solute
molecules used in the 3D- and 1D-RISM-SCF method was
DFT with the Becke three-parameter, Lee—Yang—Parr
(B3LYP) exchange-correlation functional."® The basis set
used was the correlation-consistent polarized valence triple-¢
(cc-pVTZ) set.'* The relativistic effect was included with the
infinite-order two-component one-electron Hamiltonian devel-
oped by Barysz and co-workers."

The parameters used in the 3D- and 1D-RISM-SCF methods
were as follows. The temperature and the density of solvent
water were 298 K and 0.03334 molecules per A, respectively.
Effective point charges were employed to describe the solute—
solvent interaction potential. The effective point charges on the
solute molecule were determined to reproduce the electrostatic
potential around the solute molecule by using least-squares
fitting. The Lennard—Jones (LJ) parameters (o, €) for Cr, H,
and O were (2.2 A, 0.0125 kcal/mol), (0.4 A, 0.046 kcal/mol),
and (3.166 A, 0.1554 kcal/mol), respectively. The extended
simple point charge model (SPC/E) parameter set for the
geometrical and potential parameters for the solvent water was
employed with modified hydrogen parameters (6 = 0.4 A and &
= 0.046 kcal/mol)."® No LJ parameters for Cr suitable to our
calculations have been reported to our knowledge. Therefore,
those for Zn taken from Amber 99 parameter set were
employed.'” Since the Cr ion is surrounded by the coordination
waters in the present model, the L] interaction between the Cr
ion and the solvent waters can be assumed to be small. The
influence of using the Zn parameter set should have only
limited effects in the results. The grid points in the 3D-RISM
calculations were 256 X 256 X 256 with a spacing of 0.1 A, and
those in the 1D-RISM-SCF calculations were 2048 with a
spacing of 0.01 A.

All of the calculations were performed with a modified
version of the GAMESS program package,'® where the 3D- and
ID-RISM-SCF and their gradient methods have been
implemented.'

In the following sections, we will refer to the gas phase DFT,
3D-RISM-SCF/DFT, and 1D-RISM-SCF/DFT methods sim-
ply as the (gas phase) DFT, 3D-RISM-SCF, and 1D-RISM-
SCF methods, respectively, as a shorthand notation.
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lll. RESULTS AND DISCUSSION

Molecular Structure of the Solute. The calculated
geometrical parameters of the [Cr(H,0)¢]** ion obtained
using the DFT, 3D-RISM-SCF, and 1D-RISM-SCF methods
are summarized in Table 1. The optimized structure has T

Table 1. Geometrical Parameters of [Cr(H,0)¢]**
(Distances in A and Angles in Degrees)

solution
gas 3D-RISM-SCF 1D-RISM-SCF
(Cr—0) 2.007 2,010 1.973
r(O—H) 0974 0.977 0.979
<HOH 107.9 110.1 110.2
torsion angle” 0.0 6.5 17.8
symmetry Ty T T

“Torsion angles indicate the dihedral angle between the CrO, and
H,O planes.

symmetry in the gas phase, while that in the solution phase is
almost T}, symmetry but slightly distorted, taking T symmetry.
The difference is the ligand water orientation: distorted by 6.5
and 17.8 degrees for 3D-RISM-SCF and 1D-RISM-SCF
calculations, respectively. The bond distances for the gas
(2.007 A) and 3D-RISM-SCF (2.010 A) calculations are very
close to each other. In contrast, the distance obtained from the
1D-RISM-SCF method, 1.973 A, is somewhat smaller. This is
attributed to a general feature of the 3D- and 1D-RISM-SCF
methods: the 1D-RISM-SCF method tends to overestimate the
electrostatic interaction compared with the 3D-RISM-SCF
method. Table 2 shows the Mulliken charges of the atoms in
[Cr(H,0)4]*" in the gas and solution phases. The feature is
illustrated by the charge on the Cr and O atoms. The 1D-
RISM-SCF charges, 1.229 on Cr and —0.438 on O, are larger in
absolute value than the 3D-RISM-SCF charges of 1.186 and
—0.375, respectively. This larger polarization of Cr—O bonds is
responsible for the shorter bond distance in the 1D-RISM-SCF
method. Note that the larger polarization of the 1D-RISM-SCF
method did not change even if it was computed at the 3D-
RISM-SCF geometry. The gas phase and 3D-RISM-SCF results
for the molecular structure are in good agreement with previous
experimental and computational results.'®

Solvation Structure. Figure 1 shows the three-dimensional
distribution of oxygen and hydrogen atoms of the solvent
molecules obtained with the 3D-RISM-SCF calculations. There
are 12 highest density points in the direction of O to H of the
ligand H,O (Figure la). The distances of the solvent oxygen
and solvent hydrogen highest points from the hydrogen of the
ligand are 1.6 and 2.4 A, respectively. These data clearly show
the hydrogen bonds between the ligands and solvent H,O
molecules in the second shell. In addition, there are also high
density points in the eight hollow sites among three ligand
H,Os.

From the analysis of the 3D distribution function, the highest
density points of oxygen and hydrogen are at (0.2, 2.3, and 3.2
A) [3.9 A from Cr] and (0.2, 3.0, and 3.6 A) [4.7 A from Cr],
respectively, and their equivalent points. Here, the coordinate
system has been taken to set the origin at the Cr atom and the
x-, y-, and z-axes along the Cr—O bond directions. The highest
densities are 8.1 for oxygen and 2.5 for hydrogen. Note that
these values include about 0.1 A distance and 0.1 density errors
originating from the 0.1 A unit 3D grids in the 3D-RISM
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Table 2. Mulliken Charges

solution
atom gas 3D-RISM-SCF
Cr 1.162 1.186
O —0.354 —-0.375
H 0.330 0.339

“Gas phase DFT charges at the 3D-RISM-SCF geometry. ’1D-RISM-

SCF

solution

1D-RISM-SCF gas'z 1D-RISM-SCE®
1.229 1.158 1.203
—0.438 -0.359 —-0.427
0.367 0.333 0.363

charges at the 3D-RISM-SCF geometry.

Figure 1. (a) Distribution of oxygen (light blue; 4.0) and hydrogen
(light yellow; 2.0) of water molecules around the [Cr(H,0),]*" ion;
(b) overlap region corresponding to the shoulder on the initial peak of
the angular averaged radial distribution function of oxygen (isovalue,
1.75) [3 out of total 6 sites are pointed by the arrows]; and (c) 3D
distribution corresponding to the second peak (the third shell) of the
angular averaged radial distribution function of oxygen (isovalue, 1.35)
[13 out of total 20 sites are pointed by the arrows].

method. The local maxima of the density in the eight hollow
sites are at (2.0, 2.0, and 2.0 A) [3.5 A from Cr] for oxygen and
at (2.5, 2.5, and 2.5 A) [4.3 A from Cr] for hydrogen and their
seven equivalent points for each. However, the density at the
local maxima is relatively small compared with that at the
highest points. The density values at these points are 4.9 for
oxygen and 2.1 for hydrogen. These local maxima are simply
due to the space available that is not excluded by the ligand
H,0. The 3D distribution function also indicates 20 local
maximum sites in the third hydration shell (Figure 1c).
Figure 2a shows the radial distribution functions of oxygen
and hydrogen from Cr obtained by angular averaging of the 3D
distribution functions, as well as the coordination number of
oxygen atoms. The maxima of the radial distribution functions
are given at 4.1 and 4.9 A for O and H, respectively [maximum

values, 1.5 (O) and 1.3 (H)]. These maxima clearly correspond
to the density maxima of the 3D distribution functions. In
contrast, there are no peaks that correspond to the local
maxima at the hollow sites for the 3D distribution function.
This indicates that the local maxima are rather isolated and
small.

A small shoulder associated with the largest peak of O is
found at about 4.5 A. This was identified from the 3D
distribution function analysis as the shoulder arising from the
overlap between the two adjacent maxima (Figure 1b). The
second peak in Figure 2a corresponds to the 20 local maximum
sites in the third hydration shell shown in Figure lc.

Figure 2b also shows radial distribution functions but for a
hydrogen atom of the ligand H,O. Three peaks that show the
solvent structure are found in the gy_o(r) function. The
leftmost peak at 1.8 A corresponds to the 3D maxima and
clearly shows the existence of hydrogen bonds between ligand
and solvent in the second shell.

The 1D-RISM-SCEF results are summarized in Figure 3. This
figure correspond to Figure 2 of the 3D-RISM-SCF
calculations. There are apparent differences in the heights and
widths of the peaks, although the peak positions are close to
each other. The RISM-SCF peaks are narrow and high
compared with the 3D-RISM-SCF peaks. This feature is
especially notable for the leftmost peak of the g;;_o(r) in Figure
3b.

The radial distribution functions of [Cr(H,0)s]*" have also
been reported by Bleuzen and co-workers' and Pappalardo
and co-workers.”® Bleuzen and co-workers performed molec-
ular dynamics simulations as well as 'O nuclear magnetic
resonance measurements; however, Pappalardo and co-workers
performed Monte Carlo simulations. They both obtained
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Figure 2. (a) Radial distribution functions of oxygen and hydrogen from Cr obtained by angular averaging of the 3D distribution function and the
coordination number (CN) of the oxygen atoms; (b) radial distribution functions of oxygen and hydrogen from a H atom of the ligand H,0

obtained by angular averaging.
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Figure 3. (a) Radial distribution functions of oxygen and hydrogen from Cr obtained using the 1D-RISM-SCF method and the coordination number
of the oxygen atoms; (b) radial distribution functions of oxygen and hydrogen from a H atom of the ligand H,O obtained using the 1D-RISM-SCF

method.
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Figure 4. Molecular orbitals involved in the d—d and ligand-to-metal excited states of [Cr(H,0)4]** in (a) aqueous solution and (b) the gas phase.
The labels docX, socY, and uocZ stand for the Xth doubly occupied, Yth singly occupied, and Zth unoccupied orbitals, respectively.

similar radial distribution functions and coordination numbers.
Their peaks are in very good agreement with ours in position,
while they are higher and narrower than the present 1D-RISM-
SCF results.

We finally note that the small peak in the gc,_o(r) at about
1.9 A in Figure 3a is an artifact, which probably arose from the
underestimation of the steric hindrance effects between the
oxygen of a solvent water and a coordination water.

Electronic Structures of the Ground and Low-Lying
Excited States. Figure 4 shows some selected alpha MOs
obtained from the 3D-RISM-SCF and DFT methods. Only
MOs involved in the transitions of the four (triply degenerate)
low-lying excited states are shown. The MO set obtained with
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the 1D-RISM-SCF method is not shown because they are very
similar to those with the 3D-RISM-SCF method.

The first three MOs are triply degenerate (t or t, in the T or
T, symmetry cases, respectively) 7 bonding orbitals composed
of Cr 3d (d,,, d,,, and dxy) and H,0 lone pair (Ip) orbitals. The
seventh—ninth and 10—11th MOs are triply (t or tg) and
doubly (e or eg) degenerate 7 and ¢ antibonding orbitals,
respectively, with the same components as the first—third MOs
(dyy d and d,,, for t (t,) and d,,_,, and d,, (442 for € (&,)).
In contrast, the fourth—sixth MOs are degenerate t (t,) orbitals
composed of H,O lp orbitals. Hereafter, these MOs are
denoted 3d,,(7), 3d,.(#), 3d,.(x), 3d,(z*), 3d.(z%),

d,.(7%), 3d,._,,(6%), 3d..(6*), Ip,, Ip,, and Ip, as a shorthand
notation. The shapes of the MOs in the solution and gas phases

dx.doi.org/10.1021/jp4058769 | J. Phys. Chem. A 2013, 117, 8314—8322
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Table 3. Excitation Energies and Configurations

solution
state configuration gas 3D-RISM-SCF 1D-RISM-SCF 1D-RISM-SCEF*

221 eV 220 eV 243 eV 2.24 eV
I*T (1*T) 3d,,(7*) = 3d,,_,,(c%) 0918 0921 0.949 0.926
3d,,(7) = 3d,y,(0%) 0.396 0.386 0.296 0.373
1T 3d,(7%) — 3d,,(c*) 0.788 0.791 0.817 0.796
3d,.(7*) = 3d,._,(c%) —0.471 —0.472 —0.483 —0.474
3d,,(7) = 3d,(c*) 0.344 0.335 0257 0.324
1“1 3d,.(7*) - 3d,.(c%) 0.802 0.804 0.827 0.809
3d,,(7*) = 3d,,_y,(0*) 0.447 0.449 0.466 0.452
3d,.(7) = 3d..(c%) —0.342 —-0.333 —0.256 —0.322
2.85 ¢V 2.86 eV 3.07 eV 2.89 eV
2T (2*T,) 3d,,(7*) = 3d..(c%) 0.933 0.935 0.958 0.939
3d,,(7) — 3d..(c%) 0.350 0.341 0.261 0.330
24T 3d(7%) — 3d,,,(c%) 0.805 0.806 0.826 0.810
3d,,(7*) — 3d,,(c*) 0.473 0.474 0.484 0.476
3d.(7) — 3d,,,(c*) 0.296 0.289 0.222 0.280
2°T” 3d,.(7%) = 3d,y,(0%) 0.812 0.814 0.832 0.817
3d,.(7*) - 3d..(c%) —0.460 —0.461 —0.473 —0.463
3d,.(7) = 3d,.,,(0%) —0.309 —0.302 —0.230 —0.292
5.60 eV 5.62 eV 6.11 eV 572 eV
3'T (3'T,) Ip, = 3d..(c%) 0.994 0.987 0.959 0.987
3T Ip, = 3d,.,,(c%) 0.862 0.837 0.733 0.836
Ip, — 3d..(c*) 0.494 0.525 0.649 0.527
34T Ip, = 3d..,,(0%) 0.859 0.873 0.929 0.874
Ip, — 3d,,(c%) —0.499 —0.462 —-0.310 —0.460
S5.81 eV 5.80 eV 6.24 eV 5.90 eV
4T (4'Ty) Ip, = 3d,,_,(c%) 0.987 0.929 0.907 0.925
3d,.(7) = 3d,,_,,(c%) —0.266 —0.275

Ip, = 3d,,(c*) (B)" —0.264
4417 Ip, = 3d,,(c*) 0.861 0.777 0.686 0.771
Ip, = 3d,.,(c%) —0.483 —0.514 —0.626 —0.514
3d,.(7) = 3d..(c*) 0.293 0.206 0.304

Ip, = 3d.(7*) (8" —0.264
441" Ip, — 3d,,(c%) 0.849 0.833 0.885 0.831
Ip, > 3d,,,(c*) 0.504 0.416 0.281 0.411
3d,,(7) = 3.y, (0%) —0.242 —0.251

Ip, = 3d,.(7*) (B)° 0.264

“1D-RISM-SCEF results at the 3D-RISM-SCF geometry.

®The symbol () indicates the beta spin transition.

are very similar to each other. However, there are some
differences because of the differences of molecular symmetry.
For instance, lp,, lp,, and lp, in the solution phase have small
contributions from Cr 3d orbitals, while those in the gas phase
do not.

Although the shapes are similar in the gas and solution
phases, the orbital energies are quite different because of the
electric field from the solvent water in the second and outer
shells in the present model. The orbital energies of the MOs
shown in Figure 4 were —24.60, —23.70, —22.46, and —16.62
eV in the gas phase, which were destabilized to —17.08, —16.17,
—14.93, and —9.05 eV (3D-RISM-SCF) and —13.19, —12.17,
—10.74, and —4.55 eV (1D-RISM-SCF) in the solution phase.
Because these differences are not ascribed to the shapes of the
MOs, this fact indicates that the 1D-RISM electric field is
stronger than the 3D-RISM electric field. An interesting feature
is that the orbital energy splittings are very similar in the gas
and 3D-RISM solution phases, while they are somewhat
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different from the 1D-RISM solution phase. This affects the
orbital picture of the transition to some excited states, as seen
below.

Table 3 summarizes the vertical excitation energies and
orbital characters for the four low-lying excited states computed
for the gas and solution phases. The absorption spectra of
aqueous solutions of Cr’* ion show bands at 17 000 and 24 000
em™' ' The assignment of these bands is the transition from

the 4A2g ground state to excited quartet states, namely,

T,y (F) < A, (F) 17000 cm™ (2.11 V)

T, (F) < A, (F) 24000 cm™ (2.98 eV)

where the state terms are written in the O, point group
symmetry terminology.

The first and second states (1*T and 2*T) are both triply
degenerate states composed of the configurations from the
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antibonding occupied orbital group (3d,,(7*), 3d,.(7*), and
3d,,(7*)) to the antibonding virtual orbital group (3d,,_,,(6*)
and 3d,,(6*)). The excitation energy to the first excited state
was computed to be 2.21, 2.20, and 2.43 eV by the DFT, 3D-
RISM-SCF, and 1D-RISM-SCF methods. (These correspond
to the 17 000 cm™" band in the experiment.) The DFT and 3D-
RISM-SCF excitation energies are in good agreement with the
experimental 17 000 cm™! (2.11 eV). However, the 1D-RISM-
SCF method overestimates it by 0.32 eV. An orbital picture of a
substate of the 1*T (or 14Tg) state was the 3dxy(it*) to
3d,,_,,(6*) transition with a small contribution from the
3d,,(7) to 3d,,_,,(c*) transition. Because the positive phase of
the mixing of 3d,,(7*) and 3d, () means the enhancement of
d,, and reduction of lp contribution, this state can be roughly
interpreted as a d—d transition. The other two degenerate
substates (1*T” and 1*T") look like linear combinations of the
3d(z*) to 3d,,(6*) and the 3d(z*) to dex_yy(a*) transitions.
However, these can be rewritten as 3d,,(7*) to 3d,,_,,(¢*) and
3d,,(7*) to 3d,,_..(c*) if we use a redundant nonorthogonal
MO set {3d,,_,,(6%), 3d,,_..(¢*), and 3d,,_..(c*)} made from
{3d..(6*) and 3d,,_,,(6%)}. Here, we have used the relation-
ships that the 3d atomic orbitals satisfy:

2d d -2d

XX—2ZZ

(10)
(11)

The excitation energy to the 2*T state was computed to be
2.85, 2.86, and 3.07 eV by the DFT, 3D-RISM-SCF, and 1D-
RISM-SCF methods, respectively. These correspond to the 24
000 cm™" (2.98 V) band of the absorption spectra. The
computed values were close to the experimental values,
although the DFT and 3D-RISM-SCF methods slightly
underestimated and the 1D-RISM-SCF method slightly
overestimated the values. The initial substate of the 2*T (or
24Tg) state is mainly due to the dey(ﬂ'*) to 3d,,(6*) transition
with a small contribution from 3dxy(777) to 3d,,(6*). The other
two degenerate substates are regarded as the 3d.(7*) to
3d,,(c*) and the 3d,(7*) to 3d,.(c*) transitions. Here, we
have used another set of nonorthogonal MOs {3d_(c*),
3d,,(6%), and 3d,(c*)} from {3d.(c*) and 3d,,_,(c%)},

which was obtained from the following relationships:

zz—(xx4yy)/2 T Dax—yy =

2d —2d

2 +d yy—zz

zz—(xx+yy)/ Xx—yy =

3dxx—yy + 2dzz—(xx+yy)/2 = _4dyy—(xx+zz)/2

(12)

(13)

While the solvent effect in the results of the 1D-RISM-SCF
method showed a large blue shift for both states, the 3D-RISM-
SCF method showed a small red shift for the first state and a
blue shift for the second state. The solvent effect on the
excitation energy in the results of the 3D-RISM-SCF method
was small, but the solvent effect had the tendency to improve
the DFT results. These two states with dominant d—d
transitions should have a small contribution from the second
or third shell solvent molecules. We find the 3D-RISM-SCF
method to agree with the above chemical intuition, while the
1D-RISM-SCF method seems to somewhat overestimate the
shift.

The excitation energy to the third state (3*T) with the DFT,
3D-RISM-SCF, and 1D-RISM-SCF methods was 5.60, 5.62,
and 6.11 eV, respectively. The 1D-RISM-SCF energy is rather
high compared with the other two methods. However, the
orbital pictures are not so different. This is probably because
these states have a large contribution from the ligand-to-metal

3dxx—yy - 2dzz—(xx+yy)/2 = 4dxx—(yy+zz)/2
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charge-transfer (LMCT) excitation, as is clearly indicated by Ip,
to 3d,,(6*) in the initial substate. The two other degenerate
substates can be rewritten as Ip, to 3d,,(¢*) and Ip, to 3d,.(c*)
using eqs 12 and 13, as in the case of the 2*T states.

The fourth state (4*T) can be regarded as an LMCT excited
state. The computed energies are 5.81, 5.80, and 6.24 eV. The
orbital pictures are Ip, to 3d,,_,,(6%), Ip, to 3d,,_..(¢*), and Ip,
to 3dyy_zz(6*), where we have used eqs 10 and 11.

While the solvent effect in the results of the 1D-RISM-SCF
method showed a large blue shift for both states, the 3D-RISM-
SCF method showed a small blue shift for the third state and a
red shift for the fourth state. The solvent effect on the
excitation energy in the results of the 3D-RISM-SCF method
was again very small. These two states with LMCT transitions
should have larger contributions from the second or third shell
of solvent molecules than the first two states because ligand
water molecules have a direct interaction with the water
molecules of the outer solvent shells. Both the 1D-RISM-SCF
and 3D-RISM-SCF methods agree with the above chemical
intuition.

Overall, the gas phase DFT and 3D-RISM-SCF methods
gave close results, whereas the 1D-RISM-SCF methods
overestimated the excitation energies. The source of the
difference is the difference in the geometry, especially the
bond distance between Cr and O. In fact, we carried out the
1D-RISM-SCEF calculation at the 3D-RISM-SCF geometry and
obtained similar results to the 3D-RISM-SCF method. The
excitation energies obtained in such a way are 2.24 (1*T), 2.89
(2*T), 5.72 (3*T), and 5.90 €V (4*T), which are closer to the
3D-RISM-SCF results than the 1D-RISM-SCF results at the
1D-RISM-SCF optimized geometry. The small increase in the
3*T and 4*T states energies is probably due to the difference in
orbital energy splittings.

IV. CONCLUSIONS

We examined the electronic structures of [Cr(H,O)¢]
aqueous solution as an example of transition metal ions in
solution, using 3D- and 1D-RISM-SCF methods. The obtained
geometries showed T, and T symmetry in the gas and solution
phases, respectively. The geometry obtained with the gas phase
DFT and 3D-RISM-SCF methods were very similar except for
the difference of T, and T symmetry, while that obtained with
the 1D-RISM-SCF method gave a somewhat smaller Cr—O
bond length, which can be attributed to the larger polarization
of the Cr and O atoms coming from the overestimation of the
electrostatic interaction in 1D-RISM. The 3D distribution
around [Cr(H,0)4]**, which was determined with the 3D-
RISM-SCF method simultaneously with the geometry and
electronic structure of the solute, showed 12 maximum density
points due to hydrogen bonds, as well as eight local maximum
points at the hollow sites, in the second hydration shell. The
3D distribution function also showed 20 local maximum sites in
the third hydration shell. The radial distribution functions
obtained by angular averaging were consistent with the
functions obtained using the 1D-RISM-SCF method. The
low-lying excited states of vertical transitions were computed by
the TD-DFT method including the electric field obtained by
the 3D- and 1D-RISM-SCF methods. The electronic
configurations and excitation energies obtained using DFT
and 3D-RISM-SCF were very similar, although the orbital
energies involved in the transition were rather different. The
two lowest excited states were roughly assigned to the d—d
transitions and the third and fourth excited states were assigned

3+ in
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to the LMCT transitions. The computed transition energies are
in good agreement with the experimental values. In contrast,
the excitation energies obtained using the 1D-RISM-SCF
method were a little larger, probably because of the shorter Cr—
O distances. The orbital shapes in the gas and solution phases
were similar, and thus, the destabilization in orbital energies was
nearly uniform, which is a reason for the similar transition
energies. The difference comes not from the electronic
structure, but from the geometry difference. These facts
imply that the cluster model [M(H,0)s]**** (namely, a
model without solvent molecules beyond the first hydration
shell) can be a good model for studying low-lying states if the
effect of the solvent on the geometry is small.
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