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Solvent and substituent effects on the absorption spectra of

Brooker’s merocyanine (BM) are investigated using the three-

dimensional reference interaction site model self-consistent

field method and time-dependent density functional theory.

The p–p* excitation energies are computed for BM and its

derivative 2,6-di-tert-butyl (di-t-Bu) BM. The behaviors of the

computed excitation energies with increasing solvent polarity

are in good agreement with those of the corresponding exper-

imental measurements. In addition, analysis of the solute–sol-

vent interaction energies and spatial distribution functions

reveals that the effects of the solvent on the absorption spec-

tra are reduced by the steric hindrance of the t-Bu groups.

Furthermore, from the difference in the solute–solvent interac-

tion energies of BM and di-t-Bu BM, it is shown that the effect

of the t-Bu substituents on the absorption spectrum is greater

in high-polarity solvents. VC 2015 Wiley Periodicals, Inc.

DOI: 10.1002/jcc.23980

Introduction

Solvatochromism is a phenomenon involving a change in the

color of a solution depending on the solvent.[1,2] This phenom-

enon is now utilized in many fields of chemistry and biology

to study the bulk and local polarity in macrosystems; there-

fore, many experimental and theoretical studies on solvato-

chromism have been reported to date. The compound

1-methyl-4-[(oxocyclohexadienylidene)ethylidene]-1,4-dihydro-

pyridine, often referred to as Brooker’s merocyanine (BM,

Fig. 1), is a typical solvatochromic dye and is widely known

as a molecule that shows a large solvatochromic shift.[3–7]

For instance, the wavelength of the S1–S0 transition due to

p–p* excitation is 619.5 nm (2.00 eV) in chloroform and

442.0 nm (2.81 eV) in water. This large shift has been gener-

ally understood from the resonance of the zwitterionic (ZW)

and neutral (NE) valence bond (VB) structures (Fig. 1).

Figure 2 shows a schematic representation of the energy

dependence of the two VB structures on the solvent polarity.

The energy of the ZW VB structure largely depends on the sol-

vent polarity because of its polarized nature and decreases

with increasing polarity. Conversely, the energy of the NE VB

structure is nearly independent of the polarity. The curves for

these energies cross in the medium-low polarity region for

BM. As a result of the interaction between the two VB struc-

tures, the ground and excited states are expressed with super-

position of the ZW and NE VB structures. In the low-polarity

region, the NE (ZW) VB structure dominates in the ground

(excited) state, whereas in the medium to high-polarity region,

the ZW (NE) VB structure dominates in the ground (excited)

state. In the medium-low polarity region, the two VB struc-

tures compete. The dependence of the excitation energy (or

absorption wavelength) is qualitatively explained by the differ-

ence between the solid lines that show avoided crossing. As a

consequence of the avoided crossing, the excitation energy

dependence on the polarity is expressed as a downward con-

vex curve.

In the solvatochromism of BM, substituents are known to

play an important role. Gruda and Bolduc synthesized several

derivatives of BM and obtained their visible absorption spectra

in various media.[8] They observed that the absorption ener-

gies of the 2,6-di-tert-butyl (di-t-Bu) derivative were less

affected by the solvent polarity than the unsubstituted com-

pound. They also found that the relative intensities of the fine

structures were sensitive to the solvent polarity if the substitu-

ents were bulky t-Bu groups. Catal�an et al. obtained the

absorption and emission spectra of both di-t-Bu BM (Fig. 3)

and BM in 28 solvents.[9] They examined the polarity effect on

the solvatochromism by blocking the effect of the solvent

acidity using the bulky t-Bu groups in the ortho position and

found that it is very weak and negative. The observed absorp-

tion energies of di-t-Bu BM in CHCl3 and H2O were 1.96 and

2.35 eV, respectively, and the solvation shift of di-t-Bu BM from

CHCl3 to H2O is much smaller than that of BM. Morley et al.

assessed the spectroscopic properties of soluble derivatives of

BM both experimentally and theoretically.[10] Their results sug-

gested that the large solvatochromic shift in the visible region

for these merocyanines arises because of both dielectric and
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hydrogen bonding effects, and the shifts of the derivatives of

BM are larger, because the phenoxide oxygen atom is more

exposed to the dielectric field of the solvent and can more

readily form hydrogen bonds.

The excitation spectra of BM and its derivatives have also

been well-studied theoretically using ab initio and semiempiri-

cal methods.[11–15] Murugan et al. investigated the intramolec-

ular and solvent shell structures of BM in chloroform and

water using the Car–Parrinello hybrid quantum mechanics/

molecular mechanics (CP-QM/MM) method.[11] In addition to

the solute and solvent structures, they also calculated the

absorption spectra using time-dependent density functional

theory (TD-DFT) with the Coulomb attenuated B3LYP (CAM-

B3LYP) exchange-correlation functional for configurations

picked up from the CP molecular dynamics trajectory. The

excitation energies in chloroform and water were 2.56 and

2.92 eV, respectively. They concluded that the discrepancy in

the experimental and calculated values for the excitation

energy in chloroform was attributed to neglecting the disper-

sion interactions between the solute and the solvent. Adjaye-

Mensah et al. obtained absorption spectra and performed exci-

tation energy calculations for a benzofused derivative of

BM.[12] They used Truhlar’s universal solvation model (SMD),[16]

which is a dielectric continuum model, combined with the

B3LYP and CAM-B3LYP functionals. The computed excitation

energies were correctly ordered for negative solvatochromicity.

However, the solvatochromic (blue) shifts were underestimated

compared with the experimental values. Wada et al. performed

excitation energy calculations for BM in water, methanol, ace-

tonitrile, and dichloromethane using various methods:[13] the

polarizable continuum model, the SMD model, the reference

interaction site model self-consistent field spatial electron den-

sity distribution (RISM-SCF-SEDD) method,[17] and the mean-

field QM/MM method. They obtained qualitatively correct sol-

vent dependence of the solvatochromic shift in the case of

the RISM-SCF-SEDD and mean-field QM/MM methods com-

bined with the long-range corrected Becke one-parameter pro-

gressive (LC-BOP) exchange-correlation functional.

The theoretical studies mentioned above have clarified the

solvent effect on the solvatochromic shifts of BM absorption

spectra, but no theoretical studies have yet been conducted

to systematically examine both solvent and substituent effects.

Therefore, in this study, the solvent and substituent effects on

the absorption spectra of BM were investigated using the

three-dimensional RISM-SCF (3D-RISM-SCF) method.[18,19] To

clarify the substituent effect, a method is necessary that takes

into account the interaction between the solute and solvent.

In the 3D-RISM-SCF method, the solvent effect, including sol-

ute–solvent interaction, is described using the 3D-RISM equa-

tion,[20,21] and the electronic structure and the solvation

structure (given as a spatial distribution function [SDF]) are

obtained simultaneously. Thus, this method is suitable for

examining excitation spectra in solution. We previously applied

the 3D-RISM-SCF method to the electronic and solvation struc-

tures of the chromium hexahydrate trication [Cr(H2O)6]31 in

water, and the obtained excitation energies that were in good

agreement with experimental results.[22] Using the 3D-RISM-

SCF method, the absorption spectra of BM and di-t-Bu BM in

seven solvents were examined. The solute–solvent interaction

energies and solvation structures were also investigated to elu-

cidate the origin of the substituent effects on the solvatochro-

mic shifts.

Computational Methods

Excitation energy calculation using the 3D-RISM-SCF method

The 3D-RISM-SCF method and TD-DFT calculations were per-

formed to obtain the vertical excitation energies for BM and

di-t-Bu BM in solution. The computational scheme is described

below.

First, the 3D-RISM-SCF calculation was performed for the

ground state of the solute to obtain the SDF gc rð Þ of the sol-

vent and the electron density q of the solute.

The SDF gc rð Þ for the ground state was obtained by solving

the 3D-RISM equation combined with the Kovalenko–Hirata

(KH) closure:[18]

hc rð Þ ¼ cc0 rð Þ� xvv
c0c rð Þ1qc0h

vv
c0c rð Þ

� �
; (1)

Figure 1. Resonance structure of BM.

Figure 2. Energy profile of the ground and excited states (WGS and WES)

and the ZW and NE VB structures (UZW and UNE) of BM. Figure 3. Resonance structure of di-t-Bu BM.
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hc rð Þ ¼
exp 2uc rð Þ=kBT1hc rð Þ2cc rð Þ
� �

21 for hc rð Þ � 0

2uc rð Þ=kBT1hc rð Þ2cc rð Þ for hc rð Þ > 0
:

(

(2)

Here, hc rð Þ ¼ gc rð Þ21 and cc rð Þ are the 3D total and direct

correlation functions of the solvent site c, respectively. The

symbols kB and T represent Boltzmann constant and the abso-

lute temperature, respectively. The functions xvv
cc0

rð Þ and hvv
cc0

rð Þ
are the site–site intramolecular and total correlation functions

of the solvent, where the superscript “v” denoting the solvent.

The * symbol indicates convolution in direct space and sum-

mation over repeated site indices. The total correlation func-

tion hvv
cc0

rð Þ in eq. (1) was set in advance for the 3D-RISM

calculation by solving the (1D) RISM equation between the sol-

vent molecules:

hvv
cc0 rð Þ ¼ xvv

cc00 rð Þ�cvv
c00c000 rð Þ� xvv

c000c0 rð Þ1qc000h
vv
c000c0 rð Þ

� �
; (3)

where cvv
cc0

rð Þ is the site–site direct correlation function of the

solvent.

The electron density q in the solute molecule was obtained

using the Kohn–Sham (KS) equation:

f/ ¼ �/; (4)

where f is the KS operator including the interaction from the

solvent molecules, � is the obital energy, and / is the KS orbital.

The electronic density of the solute in the ground state q
and the distribution of the solvent gc rð Þ were determined self-

consistently from the 3D-RISM equation set [eqs. (1) and (2)]

and the KS equation [eq. (4)]. More details on the 3D-RISM-SCF

method can be found elsewhere.[18,19]

After determination of q and gc rð Þ, the vertical excitation

energies were computed using the TD-DFT calculations with

the electrostatic potential V̂ rð Þ due to the solvent molecules

as the external field. The potential V̂ rð Þ is defined by the fol-

lowing equation:

V̂ rð Þ ¼

0 in gas

XNv

c¼1

qc

ð
dr0

qc

jr2r0j gc r0ð Þ in solution;

8>><
>>: (5)

where Nv is the number of solvent sites, and qc and qc are the

number density and point charge of the solvent site c, respectively.

Computational details

In the DFT and TD-DFT calculations, the LC-BOP exchange-cor-

relation functional[23] and the augmented correlation-

consistent polarized valence double-zeta (aug-cc-pVDZ) basis

set[24,25] were used unless mentioned. The LC-BOP functional

was selected because some excitations involve charge transfer;

therefore, long-range correction was crucial in the exchange

functional. The LC-BLYP[23] and CAM-B3LYP[26] functionals were

also examined to confirm the validity of the LC-BOP functional.

The details are given in Supporting Information. The aug-cc-

pVDZ was used to mainly express the negative charge on the

phenoxide oxygen atom.

The molecular structures were optimized in the gas and

solution [tetrachloromethane (CCl4), chloroform (CHCl3), ace-

tone ((CH3)2CO), dimethylsulfoxide ((CH3)2SO), acetonitrile

(CH3CN), methanol (CH3OH), and water (H2O)] phases. For the

optimization calculations, the SMD model proposed by Mare-

nich et al. was used.[16] The parameters of the solvent polarity

ET(30) introduced by Reichardt[1,2] are summarized in Table 1.

In the 3D-RISM calculations, the sum of the Coulomb and

Lennard-Jones (LJ) potentials:

uc rð Þ ¼2
XNe

i¼1

ð
dr0
j/i r0ð Þj2qc

jr2r0j 1
XNu

a¼1

Zaqc

jr2raj

1
XNu

a¼1

4eac
rac

jr2raj

� �12

2
rac

jr2raj

� �6
" #

;

(6)

was chosen as the solute–solvent interaction potential. Here, /i

r0ð Þ is the KS molecular orbital, Ne and Nu are the numbers of

electrons and solute atoms, a represents the solute atom, and Za

indicates the charge of the solute atom a. The Lorentz–Berthelot

combining rule was applied to the LJ parameters rac and eac:

rac ¼
ra1rc

2
; (7)

eac ¼
ffiffiffiffiffiffiffiffi
eaec
p

: (8)

The LJ parameters and point charges are listed in Supporting

Information. The optimized potentials for liquid simulations

(OPLS) parameters were used for BM, di-t-Bu BM, and the sol-

vents, except for H2O.[27–31] The parameters of H2O were taken

from the extended simple point charge model (SPC/E).[32] The

LJ parameters of the hydrogen atoms of H2O and the hydroxyl

group of CH3OH were r 5 0.4 Å and e 5 0.046 kcal mol21. The

densities of the solvents are summarized in Table 1. The tem-

perature was 298.15 K. Rectangular grid boxes, the axes of

which had 256 grid points with a spacing of 0.25 Å, were used

in the 3D-RISM calculations.

All the calculations were performed using a modified ver-

sion[33] of the GAMESS program package.[34]

Results and Discussion

Electronic structures of the low-lying excited states

Prior to discussing the solvent and substituent effects, some of

the low-lying excited states of BM and di-t-Bu BM computed

Table 1. Solvent polarity parameters ET(30) and densities q.

Solvent ET(30) q/molecules Å23 (g cm23)

Gas 27.1

CCl4 32.4 0.006238 (1.5938)

CHCl3 39.1 0.007497 (1.4867)

(CH3)2CO 42.2 0.008192 (0.7904)

(CH3)2SO 45.1 0.008476 (1.1000)

CH3CN 45.6 0.011383 (0.7762)

CH3OH 55.4 0.014781 (0.7867)

H2O 63.1 0.033316 (0.9970)
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using the TD-DFT method were shortly described. Table 2 lists

the excitation energies and main configurations of the four

low-lying singlet excited states of both molecules in the gas

phase. In these molecules, the lowest excited state (S1) is

located in the visible-light region, whereas the other three

excited states are in the near ultraviolet region. Figure 4 shows

the KS molecular orbitals from the second highest occupied

molecular orbital (HOMO21) to the sixth lowest unoccupied

molecular orbital (LUMO15), which, except for LUMO12, are

involved in the four excited states in Table 2.

The shapes of the corresponding orbitals of BM and di-t-Bu

BM are very similar, except for HOMO21. The second HOMO

(HOMO21) is an n-type orbital storing the lone-pair electrons

on the phenoxide oxygen, though that of di-t-Bu BM has a

certain amount of the electron distribution on the t-Bu groups

in addition to the phenoxide oxygen. The HOMO and LUMO

are p-type orbitals that are delocalized over the entire mole-

cule. The fifth and sixth LUMOs (LUMO14 and LUMO15) are

also p-type orbitals. However, unlike the HOMO and LUMO,

they are almost completely localized on the pyridinium ring.

The remaining second, third, and fourth LUMOs (LUMO11,

LUMO12, and LUMO13) are r-type orbitals.

The S1 states for both BM and di-t-Bu BM involve the

HOMO (p) to LUMO (p*) excited state and each is almost

completely expressed by a single configuration (the weight

of the HOMO–LUMO configuration is approximately 95% for

both molecules) with a considerable oscillator strength

(f 5 1.478 and 1.527 for BM and di-t-Bu BM, respectively). The

second excited state (S2) in each compound is the HOMO21

(n) to LUMO (p*) excited state. However, the weight of the

main configuration is comparatively smaller (about 70%) than

that of S1, and the oscillator strength for this excitation is

approximately zero for both molecules. The third and fourth

excited states (S3 and S4) are mainly due to the HOMO to

LUMO14 and HOMO to LUMO11 excitations, respectively,

and the oscillator strengths for these excited states are rather

small compared with that of S1 for both compounds. As men-

tioned above, only S1 in both BM and di-t-Bu BM is in the

visible-light region and has a large oscillator strength, indicat-

ing that it is responsible for the solvatochromic color change.

Hereafter, only S1 is discussed.

Note that the orbital shapes, orbital energies, excitation

energies, and oscillator strengths of S1 for BM and di-t-Bu BM

are very similar in the gas phase. This similarity implies that

the origin of the substituent effect is not due to a change in

the electronic structure but due to the change in the interac-

tion between the solute molecule and the solvents.

Solvent dependence of the excitation energy

Next, the solvent effects on the excitation energy for BM and

di-t-Bu BM were evaluated.

Figure 5 shows the computed and experimental p–p* excita-

tion energies of BM and di-t-Bu BM plotted as a function of

the ET(30) values. Note that the computed results for BM in

cyclohexane (ET(30) 5 30.9) are not shown because conver-

gence of the RISM equation [eq. (3)] for this solvent system

could not be achieved. As the solvent polarity increased, the

experimental excitation energy of BM initially decreased, reach-

ing a minimum value of 2.00 eV, at ET(30) 5 39.1 (CHCl3), and

then increased to 2.81 eV. Conversely, the experimental excita-

tion energy of di-t-Bu BM increased monotonically in the

range of the available experimental data, and all of the values

were lower than the corresponding values of BM.

The computed excitation energy has minimum values for

both BM (2.73 eV at ET(30) 5 39.1) and di-t-Bu BM (2.64 eV at

ET(30) 5 42.2). The computed values of both molecules exhib-

ited a behavior similar to the corresponding experimental val-

ues but were comparatively overestimated. A key difference

from the experimental results was observed for the excitation

energies in (CH3)2SO (ET(30) 5 45.1) and CH3CN (ET(30) 5 45.6);

the order was reversed for both BM and di-t-Bu BM. In general,

the computed values showed relatively better agreement to

the experiment results for protic solvents (CH3OH and H2O).

This tendency has also been reported by Wada et al.,[13] who

examined the absorption spectrum of BM using the contin-

uum model, QM/MM, and RISM-SCF-SEDD methods combined

with TD-DFT calculations. These results suggest that the tend-

ency is not specific in the 3D-RISM-SCF method, but common

to several solvent models.

The qualitative agreement between the experimental and

calculated results for the solvent dependence on the excitation

Table 2. Excitation energies, oscillator strengths, and weights of configurations for the low-lying excited states of BM and di-t-Bu BM in the gas phase.[a]

State Configuration BM di-t-Bu BM

S1 2.95 eV (420.3 nm) f 5 1.478 2.86 eV (433.8 nm) f 5 1.527

HOMO ! LUMO 95.0% 95.2%

S2 3.45 eV (359.5 nm) f 5 0.000 3.38 eV (366.4 nm) f 5 0.000

HOMO21 ! LUMO 70.9% 71.5%

S3 3.65 eV (339.8 nm) f 5 0.054 3.62 eV (342.6 nm) f 5 0.050

HOMO ! LUMO14 52.2% 38.7%

HOMO ! LUMO15 31.5% 33.3%

S4 4.43 eV (279.8 nm) f 5 0.007 4.37 eV (283.8 nm) f 5 0.008

HOMO ! LUMO11 48.8% 50.3%

HOMO ! LUMO13 33.6% 29.2%

[a] Only configurations with weights greater than 20% are shown.
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energy allowed us to discuss the substituent effects on the

solvatochromic shift using the 3D-RISM-SCF method.

The fact that the excitation energy reaches a minimum at

approximately ET(30) 5 40 can be explained by the change in

the dipole moments of the solute molecules. In Table 3, the

dipole moments of BM and di-t-Bu BM in both ground and

excited states in different solvents are summarized. In the gas

phase and low-polarity solution phases, the dipole moments

in the ground state are less than those in the excited state,

whereas in high-polarity solutions, the dipole moments in the

ground state are larger than those in the excited state. These

results imply that the solvent stabilizes the excited state more

than the ground state in the low-polarity solution; hence, the

excitation energy decreases with increasing solvent polarity.

Conversely, in high-polarity solutions, the ground state is more

stabilized than the excited state; thus, the excitation energy

increases. This behavior of the dipole moment is in agreement

with the VB picture shown in Figure 2. The state with a large

(small) ZW VB structure in its wave function has a large (small)

dipole moment, which corresponds to the excited (ground)

state in the low-polarity region and the ground (excited) state

in the medium to high-polarity region.

The bond order analysis also supports the VB picture. Table

4 shows Mulliken bond orders of the OAC1, C2AC3, C3AC4,

and C4AC5 bonds (the labels of atoms are shown in Figures 1

and 3). Here, to evaluate the bond order properly, we used

the cc-pVDZ basis set (no diffuse functions) with the same

molecular structures and solvation structures obtained with

the aug-cc-pVDZ basis set. The bond orders of the OAC1,

C2AC3, and C4AC5 bonds decrease with increasing solvent

polarity, whereas that of the C3AC4 bond increases. This result

indicates increasing contribution of the ZW VB structure with

increasing solvent polarity in the ground state.

Substituent effects on the solvent dependence of the

excitation energy

To discuss the substituent effects on the excitation energy, the

difference in excitation energies of BM and di-t-Bu BM was

investigated.

Figure 6 shows the difference, dE:

dE ¼ EBM2Edi-t-Bu BM; (9)

Figure 5. BM (circles, solid lines) and di-t-Bu BM (triangles, dashed lines) p–

p* excitation energies as a function of the ET(30) values. The red (�, �)

and blue (•, �) lines indicate the experimental and computational results,

respectively. The experimental values were taken from Refs. [4] and [9] for

BM and di-t-Bu BM, respectively. [Color figure can be viewed in the online

issue, which is available at wileyonlinelibrary.com.]

Figure 4. Isosurface plots for selected KS molecular orbitals of BM and di-t-

Bu BM in the gas phase and their orbital energies (The numbers in the

parentheses are isovalues.).
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plotted against ET(30). Here, EBM and Edi-t-Bu BM denote the

excitation energies of BM and di-t-Bu BM, respectively. In this

figure, it can be seen that both the experimental and calcu-

lated results exhibited similar tendencies when ET(30)� 39.1;

that is, dE was always positive and increased with the solvent

polarity, except when ET(30) 5 45.6. The computed results

were in good agreement with the experimental values in the

range from ET(30) 5 39.1 to 45.6, with deviations less than 0.03

eV. Conversely, relatively large deviations were observed for

the protic solvents (0.20 eV for CH3OH and 0.06 eV for H2O).

For the low-polarity solvents, the computed values for dE

decreased with increasing solvent polarity, but no experimen-

tal values were available for comparison.

To gain more insight into the substituent effects on the sol-

vent dependences, two solvents were investigated further.

Table 5 lists the computed excitation energies for BM and di-t-

Bu BM in the gas phase and in CHCl3 and H2O solutions, along

with the differences in the values for the gas and correspond-

ing solution phases. The data for the other solvents are pro-

vided in Supporting Information. The difference in the

excitation energy for a compound in the gas and solution

phase provides information on the magnitude of the solvent

effect. The computed data in Table 5 clearly indicate that the

solvent effects on the excitation energy are weakened by the

presence of the two ortho t-Bu groups.

To further analyze the solvent effects due to substitution,

the solute–solvent interaction energies were examined. Figure

7 shows the interaction energy, Eint
O , between the phenoxide

oxygen atom of the solute and the solvent molecules around

the solute molecule in the ground state, where Eint
O is defined

by:

Eint
O ¼

XNv

c¼1

qc

ð
drgc rð Þ qOqc

jr2rOj
14eOc

rOc

jr2rOj

� �12

2
rOc

jr2rOj

� �6
" #( )

:

(10)

The first and second terms in the curly brackets are the Cou-

lomb and LJ interaction terms, respectively, and qO is the

effective partial charge of the phenoxide oxygen atom, which

was determined to reproduce the electrostatic potential

around the solute molecule using least-squares fitting. The

detailed values of the interaction energies in the ground and

excited states are summarized in Supporting Information. In

Figure 7, it can be seen that the absolute value of Eint
O , jEint

O j,
increases as the solvent polarity increases, and jEint

O j for di-t-Bu

BM is smaller than that of BM in all of the solvents. In addi-

tion, the difference in Eint
O increases as the solvent polarity

increases. These results suggest the substituent effects of the

t-Bu groups on Eint
O are greater in more polar solvents.

Because Eint
O is dependent on the solvent distribution, SDF,

and the solute point charge on the phenoxide oxygen, qO [see

Table 3. Dipole moments for the solute molecules in different solvents

(debye).

BM di-t-Bu BM

Solvent S0 S1 S0 S1

Gas 15.1 17.7 13.5 16.2

CCl4 16.4 18.1 14.7 16.5

CHCl3 21.4 21.2 18.5 19.0

(CH3)2CO 28.0 24.9 24.6 22.5

(CH3)2SO 30.6 26.4 27.1 24.1

CH3CN 30.1 26.1 26.2 23.4

CH3OH 35.2 28.7 29.0 25.1

H2O 40.1 32.6 33.9 28.2

Table 4. Mulliken bond orders of the solute molecules calculated with

the cc-pVDZ basis set.[a]

Solvent OAC1 C2AC3 C3AC4 C4AC5

BM

Gas 2.16 1.58 1.20 1.57

CCl4 2.14 1.55 1.24 1.53

CHCl3 2.08 1.46 1.32 1.44

(CH3)2CO 2.06 1.36 1.43 1.33

(CH3)2SO 2.05 1.32 1.47 1.30

CH3CN 2.04 1.33 1.47 1.31

CH3OH 1.89 1.25 1.55 1.25

H2O 1.75 1.20 1.62 1.20

di-t-Bu BM

Gas 2.07 1.57 1.19 1.56

CCl4 2.06 1.54 1.22 1.53

CHCl3 2.02 1.48 1.28 1.46

(CH3)2CO 1.97 1.39 1.38 1.36

(CH3)2SO 1.95 1.36 1.42 1.33

CH3CN 1.96 1.37 1.41 1.34

CH3OH 1.87 1.33 1.45 1.31

H2O 1.76 1.27 1.52 1.26

[a] The labels of the atoms are shown in Figures 1 and 3.

Figure 6. Experimental (�, red line) and calculated (3D-RISM-SCF method;

•, blue line) differences in the excitation energies for BM and di-t-Bu BM,

dE, plotted as a function of ET(30). The experimental values were obtained

from Refs. [4] and [9]. [Color figure can be viewed in the online issue,

which is available at wileyonlinelibrary.com.]

Table 5. Excitation energies for BM and di-t-Bu BM in the gas phase and

H2O, and CHCl3 solutions (eV).[a]

Solvent BM di-t-Bu BM

Gas 2.95 (0.00) 2.86 (0.00)

CHCl3 2.73 (20.22) 2.68 (20.18)

H2O 3.25 (0.30) 2.85 (20.01)

[a] Numbers in parentheses indicate the difference from the corre-

sponding gas phase values.
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(10)], further information on the substituent effects can be

obtained by evaluating the SDFs and qO values for different

solvents. Figure 8 shows the SDFs around BM and di-t-Bu BM

for H2O (see Supporting Information for the SDFs of the other

solvents). A hydrogen atom of a solvent H2O molecule has a

conspicuous distribution in the vicinity of the phenoxide oxy-

gen of the BM, and the distribution of the oxygen of the sol-

vent H2O molecule is outside the hydrogen distribution. These

distributions indicate that a hydrogen atom in a solvent H2O

molecule forms a hydrogen bond with the phenoxide oxygen.

Conversely, in the case of di-t-Bu BM, while the distribution of

a solvent hydrogen atom can also be found around the phen-

oxide oxygen, the distributed region is narrower than that of

BM because of the steric hindrance of the t-Bu groups. Addi-

tional distributions of hydrogen are found at the upper and

lower sides of the C@O group in di-t-Bu BM, which are not

observed in the case of BM; however, these distributions do

not strongly affect Eint
O , because they are far from the phenox-

ide oxygen.

Figure 9 shows the radial distribution functions (RDFs,

gOc rð Þ) of H2O around the phenoxide oxygen atoms in BM and

di-t-Bu BM obtained via angular averaging of the SDFs, and

Figure 10 shows the coordination numbers, NOc rð Þ, obtained

via radial integration of the RDFs:

gOc rð Þ ¼ gc r; rOð Þ ¼ 1

4p

ð
dr̂gc rO1rð Þ; (11)

NOc rð Þ ¼ 4pqc

ðr

0

dr0r0
2

gOc r0ð Þ; (12)

where r̂ is a direction of vector r, and rO is the center for the

angular averaging placed at the phenoxide oxygen atom of

the solute molecule. In Figure 9, the first peak of di-t-Bu BM is

lower than that of BM. This feature of the RDFs is attributed

to the steric hindrance of the t-Bu groups and was observed

in all of the solvents (see Supporting Information). As a result

Figure 7. Calculated interaction energies Eint
O for BM (•, solid line) and di-

t-Bu BM (�, dashed line) plotted as a function of ET(30). [Color figure can

be viewed in the online issue, which is available at wileyonlinelibrary.com.]

Figure 8. Isosurface plots of the SDFs around BM and di-t-Bu BM in H2O

(O: red, isovalue 5 3.0; H: white, isovalue 5 2.0). Only the hydrogen distribu-

tions are plotted in the side view for simplicity.

Figure 9. RDFs around the phenoxide oxygen atom of BM (solid lines) and

di-t-Bu BM (dashed lines) in H2O (oxygen: red thin lines, hydrogen: black

thick lines). [Color figure can be viewed in the online issue, which is avail-

able at wileyonlinelibrary.com.]

Figure 10. Coordination number NOc rð Þ around the phenoxide oxygen

atom of BM (solid lines) and di-t-Bu BM (dashed lines) in H2O (oxygen: red

thin lines, hydrogen: black thick lines). [Color figure can be viewed in the

online issue, which is available at wileyonlinelibrary.com.]
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of the lowering of the RDFs, the coordination numbers of di-t-

Bu BM in Figure 10 are less than those of BM. The smaller

number of solvent molecules in the vicinity of the phenoxide

oxygen because of the steric hindrance of the t-Bu groups is

the reason for the smaller jEint
O j value of di-t-Bu BM compared

with that of BM.

Finally, the effective point charges on the phenoxide oxygen

of the solute molecule (qO) in different solvents are listed in

Table 6. The qO values for the excited state are available in

Supporting Information. As can be seen in Table 6, qO monot-

onically increases with increasing solvent polarity, except for

di-t-Bu BM in CH3CN. Notably, the enhancement of qO with

increasing solvent polarity is less for di-t-Bu BM than BM. The

reduced enhancement results from the reduced solvent distri-

bution because of the steric hindrance, as discussed above,

and contributes to the smaller jEint
O j values of di-t-Bu BM com-

pared with those of BM.

Conclusions

In this article, we investigated the solvent and substituent

effects on the absorption spectra of BM and di-t-Bu BM using

the 3D-RISM-SCF method. The computed results qualitatively

reproduced the experimental data, and detailed analysis on

the computed results clarified the origin of the substituent

effect, which is mainly the steric effect of the bulky t-Bu

groups.

In summary, the 3D-RISM-SCF analysis revealed the following

aspects:

1. The excitation energy does not vary monotonically with

the solvent polarity. It initially decreases to reach a mini-

mum value, and then increases with the solvent polarity.

This behavior can be explained by the difference in the

solute dipole moments in the ground and excited states.

2. The solvent effects on the excitation energy are weak-

ened by substitution. The number of coordinated solvent

molecules calculated on the basis of the SDFs decreases

because of the steric hindrance of the t-Bu groups, which

reduces the solvent effects on the absorption spectra.

3. Greater substituent effects on the excitation energy are

observed in higher-polarity solvents. The difference in

the solute–solvent interaction energy of BM and di-t-Bu

BM increases with the solvent polarity.

This study demonstrated that the 3D-RISM-SCF method is

effective for qualitatively reproducing the solvent and substitu-

ent effects on the absorption spectra of solvated molecules. We,

therefore, expect that this method will be useful for the theo-

retical molecular design and color tuning of chromophores.
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