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The excitation energy of Brooker’s merocyanine in water–methanol

mixtures shows nonlinear behavior with respect to the mole frac-

tion of methanol, and it was suggested that this behavior is related

to preferential solvation by methanol. We investigated the origin of

this behavior and its relation to preferential solvation using the

three-dimensional reference interaction site model self-consistent

field method and time-dependent density functional theory. The

calculated excitation energies were in good agreement with

the experimental behavior. Analysis of the coordination numbers

revealed preferential solvation by methanol. The free energy com-

ponent analysis implied that solvent reorganization and solvation

entropy drive the preferential solvation by methanol, while the

direct solute–solvent interaction promotes solvation by water. The

difference in the preferential solvation effect on the ground and

excited states causes the nonlinear excitation energy shift. VC 2017

Wiley Periodicals, Inc.

DOI: 10.1002/jcc.24902

Introduction

Preferential solvation, a phenomenon whereby a solute is

solvated more preferentially by one solvent than by others,

usually occurs in a mixed solvent, and the local mole fractions

of a solvent around the solute differ from the bulk mole

fractions.[1] Preferential solvation has attracted the attention of

researchers because many chemical reactions and biological

processes occur in a mixed solvent, and the environment

around a solute has a large influence on the reaction and

physical properties.[2–6]

The solvatochromic shift of absorption and emission spectra is

strongly affected by preferential solvation because the solvation

structure near the solute molecules drastically changes the elec-

tronic structure of the solute molecules. A binary or multicompo-

nent mixed solvent is useful to control the solvatochromic shift by

changing the mole fraction of the components. 1-Methyl-4-[(oxocy-

clohexadienylidene)ethylidene]-1,4-dihydropyridine, which is often

called Brooker’s merocyanine (BM, Fig. 1), is a famous and typical

solvatochromic dye that is used as a target to investigate the effects

of preferential solvation on the solvatochromic shift because of its

high responsiveness.[7]

Da Silva et al.[8] measured the absorption spectra of BM in

binary mixtures comprising a protic solvent (water, methanol,

ethanol, 2-propanol, or 1-butanol) and aprotic solvent (acetoni-

trile, dimethyl sulfoxide, or acetone) in various mole fractions.

In water–methanol mixtures, they obtained a nonlinear excita-

tion energy behavior with respect to the mole fraction and

concluded that the origin for the nonlinearity was preferential

solvation by methanol. Although the experimental observa-

tions suggested a phenomenological relation between the sol-

vatochromic shift and the preferential solvation, the molecular-

level understanding of this process is still insufficient.

Theoretical approaches are desirable to understand the

detailed solvation structure at a molecular level. One effective

theoretical approach is quantum mechanics/molecular mechanics

(QM/MM),[9] which is widely used to investigate both the

electronic structure of the solvated molecule and the solvation

structure. In this method, the solvent environment is treated as an

explicit molecule with a classical force field placed around the

solute molecule based on the configuration sampling by

molecular dynamics simulation. Frutos-Puerto et al.[10] investi-

gated the solvatochromic shift of p-nitroaniline in cyclohexane–

triethylamine mixtures using a mean-field QM/MM method.[11–13]

The computed excitation energies were in good agreement with

the experiments, showing the nonlinear behavior of the excitation

energy with respect to the mole fraction. The solvent composition

surrounding p-nitroaniline was significantly different from that of

the bulk; this observation clearly indicates preferential solvation.

Although the QM/MM method has been successfully applied to

study the electronic structure of solvated molecules, QM/MM

studies of mixed solvents are not common. One reason is that the

QM/MM method requires extensive computational cost and time

for configuration sampling of a multicomponent solvent, espe-

cially for dilute components, because the convergence of such

sampling is generally very slow.

Another possible method for investigating solvatochromism

in mixtures is a hybrid of the integral equation theory of liquids

and electronic structure theory, such as reference interaction site

model self-consistent field (RISM-SCF),[14–16] three-dimensional

RISM-SCF (3D-RISM-SCF),[17] or Kohn–Sham density functional

theory (KS-DFT)/3D-RISM methods.[18] These methods have
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been successfully applied to the solvatochromism of dyes in vari-

ous single component solutions.[19–22] An advantage of the

hybrid method is that it is easily applicable to multicomponent

solutions because the integral equation theory of liquids allows

one to obtain the solvation structure of multiple components

from the complete ensemble average based on statistical

mechanics. Pioneering work to investigate the electronic struc-

ture of molecules in a mixed solvent using the hybrid methods

was done by Hayaki et al.[23]; they performed a theoretical analy-

sis of a Diels–Alder reaction in ionic liquids. Following their work,

many works have been devoted to chemical reactions in ionic

liquids,[24–28] electrolyte solutions,[29–31] and water–organic

mixed solvents.[32] For all these studies, the RISM/3D-RISM-SCF

and extended hybrid methods gave reasonable results and

reproduced the nature of the chemical reactions in mixed

solvents.

In the present study, we investigated the solvatochromism

of BM in water–methanol mixtures using the 3D-RISM-SCF

method and TD-DFT to clarify the details of preferential solva-

tion of BM (as suggested by Da Silva et al.[8]) at the molecular

level. Although both water and methanol are protic solvents,

their abilities to form hydrogen bonds are different because

water has two hydroxyl hydrogen atoms while methanol has

one hydroxyl hydrogen atom and one methyl group. We per-

formed 3D-RISM-SCF calculations and obtained the excitation

energy changes for BM as well as the spatial distribution of

the solvent in various mole fractions of water–methanol mix-

tures. From the results, we examined the relation between the

solute–solvent interactions and coordination numbers (CNs) to

theoretically clarify the origin of the excitation energy behavior

(i.e., preferential solvation or not). A free energy component

analysis for the solvation structure was also performed to dis-

cuss the mechanism of preferential solvation.

Computational Methods

Brief overview of the 3D-RISM-SCF method

We performed 3D-RISM-SCF and TD-DFT calculations to obtain

the vertical excitation energies of BM in water–methanol mix-

tures. The 3D-RISM-SCF method is a hybrid method of the

electronic structure theory and integral equation theory of

liquids (3D-RISM theory).[33,34] In this method, solute molecules

are treated quantum-chemically and solvent molecules are

treated statistical-mechanically; thereby, the electronic wave

function of the solute and the distribution of the solvent (spa-

tial distribution function [SDF], gc rð Þ; c indicates the solvent

site) around the solute are determined simultaneously.

The Helmholtz free energy (A) of a system is defined as the

sum of the solute electronic energy (Esolute) and the excess

chemical potential (Dl):

A5Esolute1Dl: (1)

Esolute is calculated from an electronic structure calculation:

Esolute5 < WsolvjĤ0jWsolv >; (2)

where Ĥ0 is the Hamiltonian of the isolated solute molecule

and Wsolv is the electronic wave function of the solute mole-

cule in solution. Dl is calculated from the following equation:

Dl5kBT
X

m
qm

X
c2m

ð
dr

1

2
hc rð Þ
� �2

H 2hc rð Þ
� �

2cc rð Þ2 1

2
hc rð Þcc rð Þ

� �
;

(3)

where kB and T indicate the Boltzmann constant and the abso-

lute temperature, respectively, and qm is the number density of

solvent species m. The functions hc rð Þ5gc rð Þ21 and cc rð Þ are

the 3D total and direct correlation functions of solvent site c,

respectively, and H xð Þ is the Heaviside step function. To derive

eq. (3), we applied the Kovalenko–Hirata (KH) closure[18]:

hc rð Þ5
exp 2uc rð Þ=kBT1hc rð Þ2cc rð Þ

� �
21 for hc rð Þ � 0

2uc rð Þ=kBT1hc rð Þ2cc rð Þ for hc rð Þ > 0
;

(

(4)

where uc rð Þ is the interaction potential between the solute

molecule and solvent site c. 3D correlation functions can be

obtained by solving the 3D-RISM equation [eq. (5)] coupled

with the KH closure [eq. (4)]:

hc rð Þ5cc0 rð Þ � xvv
c0c rð Þ1qmhvv

c0c rð Þ
� �

; (5)

where xvv
cc0 rð Þ and hvv

cc0 rð Þ are the site–site intramolecular and

total correlation functions of the solvent, respectively (super-

script “v” denotes the solvent). The symbol * indicates convo-

lution in direct space and summation over repeated site

indices. Before the 3D-RISM calculation, we need to solve the

(1D) RISM equation between the solvent molecules [eq. (6)]

and obtain hvv
cc0 rð Þ in eq. (5):

hvv
cc0 rð Þ5xvv

cc00 rð Þ � cvv
c00c000 rð Þ � xvv

c000c0 rð Þ1qmhvv
c000c0 rð Þ

� �
; (6)

where cvv
cc0 rð Þ indicates the site–site direct correlation function

of the solvent molecules.

Computational details

The molecular structure of BM was optimized in pure water

(mole fraction of methanol (Xm) 5 0.0), water–methanol mixtures

(Xm 5 0.1–0.9 at intervals of 0.1), and pure methanol (Xm 5 1.0)

Figure 1. The molecular structure of Brooker’s merocyanine. [Color figure

can be viewed at wileyonlinelibrary.com]
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using the 3D-RISM-SCF calculation. In the DFT and TD-DFT parts

of the calculations, we used the long-range corrected Becke

one-parameter progressive (LC-BOP) exchange-correlation func-

tional[35] and the augmented correlation-consistent polarized

valence double-zeta (aug-cc-pVDZ) basis set.[36,37] The long-

range correction in the exchange functional is necessary for exci-

tation energy calculations because the excitation of BM has

some charge transfer character. Our previous study[22] confirmed

the validity of the LC-BOP by comparing the solvent dependence

of the excitation energy with the LC Becke Lee–Yang–Parr (LC-

BLYP)[38] and Coulomb-attenuating method Becke three-

parameter Lee–Yang–Parr (CAM-B3LYP)[39] functionals. The aug-

cc-pVDZ was selected because the diffuse function expresses

the negative charge on the phenoxide oxygen atom.

In the 3D-RISM part of the calculations, the sum of the Cou-

lomb and Lennard-Jones (LJ) potentials,

uc rð Þ52
X

i

ð
dr0
j/i r0ð Þj2qc

jr2r0j 1
X

a

Zaqc

jr2raj

1
X

a
4Eac

rac

jr2raj

� 	12

2
rac

jr2raj

� 	6
" #

; (7)

was chosen as uc rð Þ, where /i(r
0) is a KS molecular orbital stor-

ing electron i, Za indicates the nuclear charge of solute site a,

and qc denotes the partial charge of solvent site c. The LJ

parameters, rac and Eac, were obtained based on the Lorentz–

Berthelot combining rule:

rac5
ra1rc

2
; (8)

Eac5
ffiffiffiffiffiffiffiffiffi
EaEc
p

: (9)

The optimized potentials for liquid simulations (OPLS) parame-

ters were used for BM and methanol.[40,41] The parameters for

water were taken from the extended simple point charge

model (SPC/E).[42] The LJ parameters for the hydroxyl hydrogen

atoms of the two solvents were r 5 0.4 Å and E 5 0.046

kcal mol21. The number densities of water and methanol in

the solutions are summarized in Table 1. The densities were

calculated using the densities of the pure solvents and molar

masses of the solvent molecules; we did not consider the

volume change caused by mixing. Here, we assumed that the

effect of the volume change on the solvatochromic shift was

small. To assess this assumption, we examined the excitation

energy of BM using the experimental density[43] at

Xm 5 0.3599, where the difference between the ideal (0.8795

g cm23) and experimental (0.9119 g cm23) densities is the

largest (0.0324 g cm23) at the measured mole fractions. The

excitation energies of the two densities differed by only 0.017

eV; therefore, the following discussion is not affected. The tem-

perature was set at 298.15 K. Rectangular grid boxes, the axes

of which had 128 grid points with a spacing of 0.5 Å, were

used in the 3D-RISM calculations.

All calculations were performed using a modified version[44]

of the GAMESS program package.[45]

Results and Discussion

Excitation energy of BM in water–methanol mixtures

First, we briefly mention the lowest excited state of BM that is

involved in solvatochromism. The main configuration of the

lowest excited state is the highest occupied molecular orbital

(HOMO)–lowest unoccupied molecular orbital (LUMO) configu-

ration. The HOMO and LUMO of solvated BM (pure water

[Xm 5 0.0] and methanol [Xm 5 1.0]) and isolated BM are shown

in Figure 2. Both the HOMO and LUMO are p-type orbitals. As

mentioned in our previous study,[22] both the HOMO and

LUMO are delocalized over the entire molecule for isolated

BM. However, the HOMO is mainly localized around the phen-

oxide moiety, whereas the LUMO is mainly localized around

the pyridine moiety for solvated BM. Thus, the HOMO–LUMO

excitation has some intramolecular charge transfer character in

the water–methanol mixture, as mentioned in the Computa-

tional Methods. In addition, the localization of the HOMO and

LUMO in pure water is larger than that in pure methanol.

In Figure 3, the calculated excitation energy (using the 3D-

RISM-SCF method and TD-DFT) and the experimental excita-

tion energy are plotted against Xm for the water–methanol

mixture (the function form and parameters for fitting the

experimental values were taken from Ref. 8). The broken lines

in the figure are straight lines that connect the values of pure

water and pure methanol and show the interpolated values

for the excitation energy. The calculated excitation energies in

pure water and methanol are 3.42 eV and 2.91 eV, respectively;

the value in water is larger than that in methanol, which is in

qualitative agreement with the experiment [water: 2.81 eV,

methanol: 2.57 eV (Ref. 7); water: 2.79 eV, methanol: 2.55 eV

(Ref. 8)]. In addition, we observe common characteristics for

the calculations and experiments: the excitation energy mono-

tonically decreases with increasing Xm, and the excitation

energy has a more concave curve than the straight line that

connects the pure solvent values. The maximum difference

between the calculated and interpolated values is 0.045 eV at

Xm 5 0.5, whereas that between the experimental and interpo-

lated values is about 0.063 eV at approximately Xm 5 0.4.

These data indicate that the effect of methanol addition to

pure water is larger than that expected from the linear

Table 1. The number densities of water (qw) and methanol (qm) in the

solutions.

Xm qw (molecules Å23) qm (molecules Å23)

0.0 0.033316 0.000000

0.1 0.026644 0.002960

0.2 0.021309 0.005327

0.3 0.016946 0.007263

0.4 0.013313 0.008875

0.5 0.010239 0.010239

0.6 0.007605 0.011407

0.7 0.005323 0.012420

0.8 0.003326 0.013306

0.9 0.001565 0.014087

1.0 0.000000 0.014781
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interpolation between pure water and pure methanol. From

this behavior, Da Silva et al.[8] suggested that more methanol

molecules are present around BM than would be expected

from its mole fraction; that is, methanol preferentially solvates

BM in this mixture. However, there has been no direct data

showing preferential solvation by methanol.

We first consider the SDF given by the 3D-RISM-SCF calcula-

tion, which shows the solvent distribution around BM. Figure 4

shows the SDFs around BM in a mixture (Xm 5 0.5). The

hydroxyl hydrogen atoms of water and methanol both distrib-

ute near the O site (the phenoxide oxygen atom), and distribu-

tions of oxygen atoms are observed outside this region,

indicating that the hydroxyl hydrogen atoms of the solvent

form hydrogen bonds with the O site. The areas of hydroxyl

hydrogen distribution for both solvents are almost the same,

whereas the area of methanol oxygen distribution is much

smaller than that of water oxygen distribution. Instead, the

methyl group of methanol is more distributed around the

hydrophobic surface of BM and less distributed around the

hydrophilic groups.

Although the SDF (a direct output of the 3D-RISM-SCF cal-

culation) shows the solvent surrounding the solute in detail, it

is not very suitable to quantify the difference in the distribu-

tion magnitude between the two solvents. Therefore, in the

following, we discuss the solvent distribution using the CNs of

the solvent around specific BM sites. First, to determine the

most important site of the BM, that is, the target to investigate

the CNs, we analyzed the solute–solvent binding energy. The

total of the solute–solvent binding energies between BM and

two solvents (Ebind;PC
BM ) and the solute–solvent binding energy

between BM and solvent species m (Ebind;PC
BMm ) are calculated

from the following equations:

Ebind;PC
BM 5

X
m

Ebind;PC
BMm ; (10)

Ebind;PC
BMm 5qm

X
a

X
c2m

ð
drgc rð ÞuPC

ac rð Þ; (11)

uPC
ac rð Þ5 qaqc

jr2raj
14Eac

rac

jr2raj

� 	12

2
rac

jr2raj

� 	6
" #

; (12)

where qa indicates the partial charge of solute site a and is

calculated by least squares fitting, and the superscript “PC”

indicates the quantities evaluated using the partial charge

approximation for the solute molecule. In this approximation,

the electrostatic interaction between the solute and solvent

molecules is expressed as the sum of the Coulomb interaction

between the partial charge on the solute and solvent sites. By

this treatment, the binding energy can be decomposed into

the contributions at each solute site. Here, the binding energy

is defined as negative for bound states for convenience. Figure

5 shows Ebind;PC
BM and Ebind;PC

BMm with respect to Xm. The binding

energy attributed to methanol (Ebind;PC
BMm ) is lower than the linear

Figure 2. HOMO and LUMO of solvated Brooker’s merocyanine (pure water [Xm 5 0.0] and methanol [Xm 5 1.0]) and isolated Brooker’s merocyanine. The

isovalues are 0.03. These orbitals were visualized using the MacMolPlt software.[46] [Color figure can be viewed at wileyonlinelibrary.com]

Figure 3. The excitation energies of Brooker’s merocyanine with respect to

the mole fraction of methanol, Xm. The experimental curve is described

using the function and parameters taken from Ref. [8]. [Color figure can be

viewed at wileyonlinelibrary.com]
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interpolation value, whereas that attributed to water (Ebind;PC
BMw )

is higher than the linear interpolation value. The largest differ-

ences between the calculated and interpolated binding ener-

gies are 19.84 kcal mol21 (water) and 214.58 kcal mol21

(methanol), and both are observed at Xm 5 0.5. In addition,

Ebind;PC
BM is higher than the linear interpolation value. These

results suggest the existence of preferential solvation.

Table 2 shows the total of the solute–solvent binding ener-

gies between solute site a and two solvents (Ebind;PC
a ), and the

solute–solvent binding energy between solute site a and sol-

vent species m (Ebind;PC
am ) for Xm 5 0.5:

Ebind;PC
a 5

X
m

Ebind;PC
am ; (13)

Ebind;PC
am 5qm

X
c2m

ð
drgc rð ÞuPC

ac rð Þ: (14)

The labels for each site are shown in Figure 1. The differ-

ence between the binding energy for Xm 5 0.5 and that of

the linear interpolation value is also shown in the table. The

binding energy at the O site (Ebind;PC
O ) is overwhelmingly

larger than that at the other sites. The binding energies

between the O site and water (Ebind;PC
Ow ) and methanol

(Ebind;PC
Om ) are 284.51 kcal mol21 and 258.45 kcal mol21,

respectively, which are more than twice that of the other

values. The values at the O site also show the largest devia-

tion from the interpolated values. The same trend is observed

at other mole fractions.

Figure 4. Isosurface plots of the SDFs around Brooker’s merocyanine in a water–methanol mixture (Xm 5 0.5) (water: O [isovalue 5 2.5], H [isovalue 5 2.0];

methanol: CH3 [isovalue 5 2.5], O [isovalue 5 2.5], H [isovalue 5 2.0]). These SDFs were visualized using the UCSF Chimera software.[48] [Color figure can be

viewed at wileyonlinelibrary.com]

Figure 5. The solute–solvent binding energies between Brooker’s merocya-

nine and the solvents (Ebind;PC
BM , Ebind;PC

BMw , and Ebind;PC
BMm ) with respect to Xm.

[Color figure can be viewed at wileyonlinelibrary.com]
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Because the contribution of the O site to the binding

energy is the largest, we investigated Ebind;PC
O more closely. Fig-

ure 6 shows Ebind;PC
O , Ebind;PC

Ow , and Ebind;PC
Om with respect to Xm. As

with Figure 5, Ebind;PC
Om is lower than the linear interpolation

value and Ebind;PC
Ow is higher than the linear interpolation value.

The largest differences between the calculated and interpo-

lated binding energies are 17.24 kcal mol21 (water) and 28.92

kcal mol21 (methanol) (both are observed at Xm 5 0.5). In

addition, Ebind;PC
O is higher than the linear interpolation value,

which is similar to Ebind;PC. These results suggest that preferen-

tial solvation occurs around the O site.

Figure 7 shows the CNs of the hydroxyl hydrogen atom in

the first solvation shell around the O site. We examined the

CNs of the hydroxyl hydrogen atom because the O site and

the hydroxyl hydrogen atoms form hydrogen bonds (see Fig.

4). The CNs were obtained by radial integration of the radial

distribution functions (RDFs) from the center to the first mini-

mum of the RDFs (the RDFs were evaluated by angular-

averaging of the SDFs over the solid angle around a specified

center). The coordination of the hydroxyl hydrogen atom of

methanol is larger and that of water is smaller than the linear

interpolation value for all the mixtures (Xm 5 0.1–0.9). These

data directly show that preferential solvation occurs around

the O site.

Free energy component analysis

The analysis so far revealed that methanol has a larger CN

than that from linear interpolation of the pure solvents for the

site with the largest solute–solvent interaction. Such a solva-

tion structure is not determined only from direct solute–sol-

vent interactions; rather, it is determined by minimizing the

free energy, including the solvent reorganization energy and

solvation entropy, of the whole system. Therefore, free energy

analysis is required to further understand the mechanism of

preferential solvation.

The Helmholtz free energy (A) [eq. (1)] can be decomposed

into components: the isolated solute electronic energy (E0),

the solute–solvent interaction energy (Euv), the solvent reorga-

nization energy (Evv), and the solvation entropy multiplied by

the absolute temperature (2TDSv)[29,48–50]:

A5E01Ereorg1Dl

5E01DGsolv

5E01Euv1Evv2TDSv

; (15)

Ereorg5Esolute2E0; (16)

Table 2. The solute–solvent binding energies at all Brooker’s merocyanine

sites for Xm 5 0.5.[a]

Site Water (kcal mol21) Methanol (kcal mol21) Total (kcal mol21)

O 284.51 (17.24) 258.45 (28.92) 2142.96 (8.32)

C1 40.06 (21.91) 27.14 (0.74) 67.20 (21.17)

C2 215.21 (0.81) 211.60 (20.69) 226.81 (0.13)

H1 5.18 (20.66) 3.64 (0.26) 8.82 (20.40)

C3 216.26 (0.31) 212.30 (20.60) 228.56 (20.30)

H2 5.43 (20.44) 3.79 (0.25) 9.21 (20.20)

C4 23.07 (0.78) 22.90 (20.31) 25.97 (0.47)

H3 1.58 (20.26) 0.98 (0.04) 2.56 (20.22)

C5 22.02 (0.76) 22.12 (20.50) 24.14 (0.26)

H4 1.57 (20.16) 0.94 (0.01) 2.51 (20.15)

C6 20.75 (20.20) 21.25 (20.26) 21.99 (20.46)

C7 20.45 (0.22) 21.00 (20.26) 21.45 (20.04)

H5 20.35 (0.02) 20.53 (20.13) 20.87 (20.11)

C8 0.86 (0.18) 0.25 (20.03) 1.12 (0.15)

H6 20.66 (0.07) 20.78 (20.18) 21.44 (20.10)

C9 24.45 (0.42) 24.36 (20.50) 28.81 (20.07)

C10 3.76 (0.03) 2.37 (20.06) 6.13 (20.02)

H7 23.00 (0.18) 22.59 (20.27) 25.59 (20.09)

C11 3.69 (0.19) 2.30 (20.21) 5.99 (20.02)

H8 23.02 (0.13) 22.61 (20.24) 25.63 (20.11)

C12 1.12 (0.50) 0.19 (20.62) 1.31 (20.12)

H9 24.34 (0.13) 23.66 (20.19) 28.00 (20.07)

C13 1.55 (0.44) 0.53 (20.51) 2.08 (20.07)

H10 24.66 (0.16) 23.93 (20.24) 28.60 (20.08)

N 26.93 (0.38) 26.48 (20.39) 213.41 (20.01)

C14 8.09 (0.25) 5.64 (20.07) 13.72 (0.18)

H11 24.05 (0.09) 23.45 (20.23) 27.49 (20.14)

H12 23.88 (0.09) 23.30 (20.24) 27.18 (20.15)

H13 23.88 (0.09) 23.30 (20.24) 27.18 (20.15)

total 288.60 (19.84) 276.83 (214.58) 2165.44 (5.26)

[a] Numbers in parentheses indicate the difference from the interpo-

lated binding energies.

Figure 6. The solute–solvent binding energies between the O site of

Brooker’s merocyanine and the solvents (Ebind;PC
O , Ebind;PC

Ow , and Ebind;PC
Om ) with

respect to Xm. [Color figure can be viewed at wileyonlinelibrary.com]

Figure 7. The CNs of the hydroxyl hydrogen atom in the first solvation

shell around the O site with respect to Xm. [Color figure can be viewed at

wileyonlinelibrary.com]
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DGsolv5Ereorg1Dl

5Euv1Evv2TDSv;
(17)

where Ereorg and DGsolv are the electronic reorganization

energy and the solvation free energy, respectively. E0, Euv, Evv,

and DSv are calculated from the following equations:

E05 < Wsolv
0 jĤ0jWsolv

0 >; (18)

Euv5Ereorg1Ebind

5Ereorg1
X

m
qm

X
c2m

ð
dr gc rð Þuc rð Þ;

(19)

Evv52p
X

m
q2

m

X
cc02m

ð
dr r2dgvv

cc0 rð Þuvv
cc0 rð Þ; (20)

DSv52
@DGsolv

@T

� 	
qm

; (21)

where Wsolv
0 is the electronic wave function of the isolated sol-

ute molecule, which maintains the optimized molecular struc-

ture in solution. The solute–solvent binding energy (Ebind) in

eq. (19) is different from Ebind;PC
BM in eq. (10). The difference

is the solute–solvent interaction potential (in the case of Ebind,

uc rð Þ [eq. (7)] is used, whereas in the case of Ebind;PC
BM , uPC

ac rð Þ
[eq. (12)] is used). The differences between Ebind and Ebind;PC

BM

are 12.88 kcal mol21 (Xm 5 0.0) and 5.45 kcal mol21 (Xm 5 1.0).

However, these differences do not affect the discussion. dgvv
cc0 rð Þ

is the first-order perturbation to gvv
cc0 rð Þ (the RDF between sol-

vent sites) by inserting the solute molecule at infinite dilution.

uvv
cc0 rð Þ is the interaction potential between the solvent sites. Evv

indicates the energy arising from the structural changes induced

in solution and has been calculated from the decomposition:

Evv5DGsolv2 Euv2TDSvð Þ; (22)

instead of eq. (20). The temperature derivative of the solvation

free energy in eq. (21) is calculated using the first-order finite

difference with DT 5 1 K. The solute molecular structures at

298.15 K were used in the 3D-RISM-SCF calculations at

298.15 6 1 K.

Figure 8 shows the Helmholtz free energy and the compo-

nents plotted as a function of Xm, where all the quantities are

relative to the values at Xm 5 0.

The relative Helmholtz free energy is negative and decreases

with increasing Xm. This suggests that BM is more stable in

solutions with higher values of Xm. The relative values of com-

ponents E0, Evv, and 2TDSv are negative and decrease with

increasing Xm, whereas the relative value of Euv is positive and

increases with increasing Xm.

First, the decrease in E0 is due to the reduction of solute–

solvent electrostatic interactions. E0 is higher for larger

structural changes from the most stable molecular structure of

isolated BM because it is the electronic energy of an isolated

solute molecule (whose structure is optimized in solution). As

Xm increases, the solvent polarity decreases, which reduces the

solute–solvent electrostatic interactions. The small solute–

solvent electrostatic interaction provides a small structural

change (for example, the differences of the OAC1 bond length

between solvated and isolated BM are 0.098 Å (pure water

[Xm 5 0.0]) and 0.052 Å (pure methanol [Xm 5 1.0]); thus, E0

decreases. Next, the decrease in Evv is probably due to the

reduced hydrogen bond network of the water molecules. Evv

is the energy required for the solvent molecules to reorganize

around a solute molecule by solvation. As Xm increases, the

hydrogen bond network of the water molecules decreases,

and the solvent–solvent interactions decrease. Thus, Evv

decreases. Similarly, the decreased number of hydrogen bonds

reduces the value of 2TDSv. Finally, Euv is the sum of the elec-

tronic reorganization energy (Ereorg) and the solute–solvent

binding energy (Ebind). Ereorg originates from the distortion of

the electronic structure of BM because of immersion into the

solvent. As Xm increases, the solvent polarity decreases, and

Ereorg decreases. However, Ebind increases with increasing Xm

(the case of Ebind;PC
BM is shown in Fig. 5). The increase of Ebind is

larger than the decrease of Ereorg; therefore, Euv increases.

From Figure 8, we can also see that the Helmholtz free

energy and its components, except for Euv, have more concave

curves than the interpolated line that connects the pure sol-

vent values; Euv has a more convex curve. Thus, the Helmholtz

free energy and its components show that the effect of meth-

anol is larger than that expected from linear interpolation. The

largest difference for A from the interpolated value is 27.34

kcal mol21 at Xm 5 0.4. The differences of the component val-

ues in the Xm 5 0.4 mixture are 20.55 kcal mol21 (E0), 3.26

kcal mol21 (Euv), 27.01 kcal mol21 (Evv), and 23.04 kcal mol21

(2TDSv). The solvent reorganization energy shows the largest

deviation from the linear interpolation value. These results are

common for all mixtures (Xm 5 0.1–0.9).

The mechanism for preferential solvation by methanol to BM,

implied by the above results, is as follows. Compared to water

solvation to BM, methanol solvation destabilizes the solute–sol-

vent interaction energy (Euv) because the interaction of metha-

nol with BM is weaker than that of water with BM. However,

methanol solvation stabilizes the solvent reorganization energy

Figure 8. The Helmholtz free energy (A) and its components (the solute

electronic energy [E0], solute–solvent interaction energy [Euv], solvent reor-

ganization energy [Evv], and solvation entropy [2TDSv]) with respect to Xm.

[Color figure can be viewed at wileyonlinelibrary.com]
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(Evv) and solvation entropy (2TDSv) because the reorganization

of the methanol-rich solvent has a weaker hydrogen bond net-

work than that of the water-rich solvent. The latter effect is

dominant; thus, methanol preferentially binds to BM.

Preferential solvation effect on the ground

and excited states

Finally, to understand how the concave curves of the excitation

energy in Figure 3 are formed, we separately examined the

energy change of the ground and excited states. Figure 9 shows

the energies of the ground and excited states plotted against

Xm. The electronic energies of the ground and excited states

become more destabilized as Xm increases, which is due to the

polarity decrease of the solvent. The dipole moment of the

ground state is larger than that of the excited state; accordingly,

the destabilization of the ground state is larger than that of the

excited state. Both energies show convex curves compared to

the linear interpolation lines. The difference from the interpo-

lated energies in the ground state is larger than that in the

excited state for the Xm 5 0.1–0.9 mixtures; for example, the

maximum differences are 5.02 eV (ground state at Xm 5 0.4) and

4.97 eV (excited state at Xm 5 0.4).

The concave behavior of the excitation energy is explained

by the following consideration. Figure 10 shows a schematic

representation of the energy dependence of the ground and

excited states on Xm and solvent polarity, where the gradients

are emphasized more than the actual ones. The ground state

has a zwitterionic nature; thus, its energy largely depends on

the solvent polarity and decreases with increasing polarity. Con-

versely, the excited state has a weak ionic (almost neutral)

nature; thus, its energy weakly depends on the polarity. The

relationship between Xm and solvent polarity is reversed (see

Fig. 10) because methanol has a lower dielectric constant than

water.

The solvent polarities at points A, B, and C (Fig. 10) shift

from the expected values for the mole fractions to A0, B0, and

C0, respectively, because of the preferential solvation by meth-

anol. The solvent polarity shifts increase the energies of the

ground and excited states from the values expected from the

mole fraction, forming the convex energy curves in Figure 9.

In addition, the gradient of the ground state is larger than

that of the excited states; thus, we can easily understand that

the upward energy shift of the ground state is larger than that

of the excited state, providing the concave excitation energy

curves in Figure 3.

Conclusions

Preferential solvation around BM in water–methanol mixtures

was investigated by calculating the solvatochromism using the

3D-RISM-SCF method. The excitation energies calculated using

TD-DFT reproduced the nonlinear behavior (monotonic and

concave decreases) with increasing values of Xm in the experi-

ments. The solvation structures obtained from the 3D-RISM

calculations show that the phenoxide oxygen atom and the

hydroxyl hydrogen atom of the solvent form hydrogen bonds,

and the CNs show that methanol molecules solvate BM more

preferentially than water molecules.

From the free energy component analysis, the Helmholtz free

energy and its components also show nonlinear behaviors

against Xm; these are caused by the preferential solvation by

methanol. As Xm increases, the solute–solvent interaction energy

increases, whereas the solvent reorganization energy and solva-

tion entropy decrease. These results may reflect the difference in

the interaction between BM and water, BM and methanol, and

water and methanol, such as hydrogen bonds. The trade-off

between the components produces the preferential solvation by

methanol.

The energies of the ground and excited states destabilize

with increasing values of Xm and show convex curves. The

upward energy shift from the interpolated line is caused by

solvent polarity, which is less than that based on Xm, and the

shift of the ground state is larger than that of the excited state

because the destabilization of the ground state is larger than

that of the excited state. The excitation energy shows nonlin-

ear concave behavior because of these shifts.
Figure 9. The energies of the ground and excited states with respect to

Xm. [Color figure can be viewed at wileyonlinelibrary.com]

Figure 10. Schematic representation of the energy dependence of the

ground and excited states on Xm and solvent polarity.
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In this study, we assumed the homogeneity of the solvent

environment; that is, hvv
cc0 rð Þ obtained by solving the solvent–

solvent RISM equation did not change during the solute–sol-

vent 3D-RISM calculation, which is a standard treatment of the

solvent in the integral equation theory of liquids. In other

words, we assumed that the solvent–solvent correlation func-

tions did not change because of the existence of BM. As dem-

onstrated in this study, this assumption is valid for considering

the effects of preferential solvation by methanol on the solva-

tochromic shift; however, the changes of the solvent–solvent

correlation functions based on the inhomogeneity by the

presence of the solute could affect the computed solvation

structures when strong preferential solvation occurs. Therefore,

an extended theory for inhomogeneous environments, such as

inhomogeneous RISM theory,[51] should be used to describe

the preferential solvation more universally. Such a study is in

progress.

Keywords: solvatochromism � preferential solvation � Brooker’s

merocyanine � 3D-RISM-SCF method
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