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A B S T R A C T   

The three-dimensional reference interaction-site model self-consistent field (3D-RISM-SCF) theory is an elec-
tronic structure theory of solvated molecules, which can handle the electronic polarization of the solute molecule 
induced by the interaction with the solvent, whereas the electronic polarization of solvent molecules is ignored. 
Here, the solvent-polarizable model is implemented to take into account the electronic polarization of solvent 
molecules. It is applied to the water molecule in an aqueous solution and the p-nitroaniline molecule in an 
aqueous solution, and the effects of the solvent polarization on the properties of these solutes are demonstrated.   

1. Introduction 

In chemical reactions in solution, the electronic structure change of 
the reactants induced by the solvent molecules is one of the key factors 
that govern the reactivity. At the same time, the solute electronic 
structure changes with the progress of the reaction, which in turn 
changes the polarization of the solvent molecules. For example, let us 
consider the electron-transfer reaction in solution according to Marcus’s 
picture [1,2]. In the initial state, the solvent distribution and polariza-
tion are fully relaxed to minimize the free energy of the system. Solvent 
distribution and polarization change with the electron transfer of the 
solute reactants. The solvent distribution cannot respond immediately to 
a sudden change in the electronic structure of the solute, but the solvent 
polarization can. Then, with the progress of time, the solvent distribu-
tion relaxes and reaches the distribution with the minimum free energy 
for the product state. Therefore, a detailed description of the reaction 
process in solution requires a theory that can handle the electronic 
structure of the solute, solvent distribution, and solvent polarization. 

The most straightforward way to describe the solute electronic 
structure and solvent polarization and distribution is to use an ab initio 
molecular dynamics method or quantum mechanics/molecular me-
chanics (QM/MM) method with polarizable solvent models [3]. These 
methods are, in general, very powerful, but it is difficult to sample 

sufficiently to calculate thermodynamic quantities due to their high 
computational cost. By contrast, the dielectric continuum model 
coupled with quantum chemical theories is a computationally efficient 
method [4–6]. This method treats the solvent as a continuous medium 
characterized by its dielectric constant. Using the static dielectric con-
stant and the dielectric constant in the optical limit, the reorganization 
of the distribution and the electronic polarization of the solvent can be 
treated effectively. 

Another candidate to handle the solvent effects on the solute elec-
tronic structure is the integral equation theory of molecular liquids, such 
as the reference interaction-site model (RISM), three-dimensional (3D) 
RISM, and molecular Ornstein–Zernike (MOZ) theories, and hybrid 
methods of these theories and electronic structure theory are called the 
RISM-self-consistent field (SCF), 3D-RISM-SCF, and MOZ-SCF theories, 
respectively [7–13]. The pioneering work to introduce solvent polari-
zation into the RISM-SCF theory was performed by Naka and co-workers 
[14]. In their work, they employed the charge response kernel (CRK) to 
model the solvent polarization responding to the solute electronic 
structure change [15,16]. In their implementation, only the solute 
electrostatic potential affects the solvent polarization; therefore, the 
effect of the solvent polarized by the solute on the other solvents was 
ignored. To describe such an effect, it is necessary to evaluate the spatial 
solvent distribution around the solute, and it is desirable to adopt the 
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3D-RISM theory, which can handle spatial distribution, instead of the 
RISM theory, which only handles the radial distribution. 

Recently, the authors proposed the solvent-polarizable (sp-) 3D- 
RISM theory, which achieves the description of the solvent polariza-
tion induced by both solute and solvent based on the 3D-RISM theory 
coupled with the CRK method [17–19]. In this study, we propose a 
combined theory of the 3D-RISM-SCF and the sp-3D-RISM, which is 
referred to as the sp-3D-RISM-SCF theory. The method presented here 
enables us to take into account the electronic polarization of both solute 
and solvent molecules. The derivation of the formalism of sp-3D-RISM- 
SCF theory based on the free energy functional derivatives is presented 
first. The theory is then applied to the water molecule in aqueous so-
lution and the p-nitroaniline (pNA) molecule in aqueous solution, and 
the effects of the solvent polarization on the properties of these solute 
molecules are demonstrated. 

2. Theory 

2.1. Free energy functional formalization 

In the theory presented here, the electronic structure of a solute 
molecule immersed in a solvent at infinite dilution and its solvation 
structure as well as solvent charge polarization are evaluated. The solute 
electronic wavefunction, ψ, solvent distribution function, gv(r), and 
solvent polarization charge density, ΔQv(r), are determined to minimize 
the total free energy of the system, Ωtot. The solvent polarization charge 
density is defined as ΔQv(r) ≡ Qv(r) − Q0

v , where Qv(r) and Q0
v are the 

effective charge of solvent atom v at position r induced by the solute and 
that in the bulk solvent, respectively [20]. 

In this point of view, we propose a free energy functional formal-
ization of the sp-3D-RISM-SCF theory. The total free energy of the sys-
tem can be given by  

where Ω0 denotes the free energy of the bulk solvent system without 
solvent polarization and Ωpol is the additional contribution of solvent 
polarization. Esolu[ψ ] = 〈ψ |Ĥ0|ψ〉 is the solute electronic energy, where 
Ĥ0 is an electronic Hamiltonian of the solute molecule in an isolated 
state. The fourth term corresponds to the solute–solvent interaction. 
une

v (r) gives a nonelectrostatic interaction, such as the Lennard-Jones 
(LJ) potential. Vsolu[ψ ; r] = 〈ψ |V̂ solu(r) |ψ〉 is an electrostatic potential at 
position r induced by solute molecules, which functionally depends on 
the solute wavefunction, ψ. The requirement that gv(r), ΔQv(r), and ψ 
are determined to minimize Ωtot leads to the following condition:  

The first term in the integral for r on the right-hand side defines the 
solvent-polarizable 3D-RISM equation and the second term is for the 
polarization charge distribution. The last term on the right-hand side, 
the functional derivative with respect to ψ fixing gv and ΔQv, defines the 
solvated Hamiltonian. 

2.2. Solvent-polarizable 3D-RISM theory 

From the first and second terms in eq. (2), the sp-3D-RISM equation 
and the polarization charge distribution ΔQv(r) are derived. ΔQv(r) is 
the polarization charge from the bulk solvent, which is given by 

ρvgv(r)ΔQv(r) =
∑

v’
Kvv’

∫

〈ρv(r)ρv’(r’)〉sV(r’)dr’ = −
ρv

β
Gvv(r), (3)  

where 〈ρv(r)ρv’ (r’)〉s is the intramolecular density–density correlation 
function and Gvv(r) = ∂gv(r)/∂γv is the response of the distribution 
function for solvent charge perturbation parameter γv. Gvv(r) is evalu-

Ωtot[ψ , {gv(r),ΔQv(r) } ] = Ω0[{gv(r) } ]+Ωpol[{gv(r),ΔQv(r) } ]+Esolu[ψ] +
∑

v
ρv

∫
{

une
v (r)+Vsolu[ψ ; r]

(
Q0

v + ΔQv(r)
) }

gv(r)dr, (1)   

δΩtot =

∫ {[
δΩ0

δgv
+

δΩpol

δgv
+ ρv

(
une

v (r) + Vsolu[ψ ; r]
(
Q0

v + ΔQv(r)
) )

]

δgv +

[
δΩpol

δΔQv
+ ρvVsolu[ψ ; r]gv(r)

]

δΔQv

}

dr + δ

〈

ψ
⃒
⃒
⃒
⃒
⃒
Ĥ0 +

∑

v
ρv

∫

V̂ solu(r)
(
Q0

v

+ ΔQv(r)
)
gv(r)dr

⃒
⃒
⃒
⃒
⃒
ψ
〉

= 0. (2)   

Scheme 1. Computational scheme of sp-3D-RISM-SCF theory. The blue back-
ground part corresponds to the sp-3D-RISM theory. 
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ated using the coupled-perturbed solute–solute (CP-uu-) 3D-RISM 
equation. The details of this formulation can be found in reference 
[17]. In the sp-3D-RISM theory, the electrostatic potential at position r, 
namely V(r), consists of the following three terms: 

V(r) = Vsolu(r) + Vstat
solv(r) + Vpol

solv(r). (4) 

Vstat
solv(r) and Vpol

solv(r) are given by 

Vstat
solv(r) =

∑

v’

∫

ρv’ gv’ (r’)
Q0

v’

|r − r’|
erf(α|r − r’| )dr’, (5)  

Vpol
solv(r) =

∑

v’

∫

ρv’ gv’ (r’)
ΔQv’ (r’)

|r − r’|
erf(α|r − r’| )dr’, (6)  

where α is a parameter introduced to exclude the self-interaction 
effectively [17]. 

The solute–solvent interaction potential to evaluate the solvent dis-
tribution function through the 3D-RISM equation is given by  

This expression is derived from a comparison of the functional deriva-
tive of Ωtot with respect to gv(r) with that of standard nonpolarized (np-) 
3D-RISM [17]. Here, we employed the LJ potential uLJ

v as a non-
electrostatic potential une

v . The spatial solvent distribution, gv(r), is ob-
tained by solving the 3D-RISM equation with uCRK

v (r). Therefore, gv(r)
and ΔQv(r) are determined by an iterative computational scheme. 

The 3D-RISM equation should be solved coupled with a closure 
relation such as the hypernetted chain or the Kovalenko–Hirata closures 
[21]. The analytical expression for the solvation free energy, Δμ, can be 
given as 

Δμ = Δμsc + ΔμCRK, (8)  

ΔμCRK = −
∑

v
ρv

∫

gv(r)
(

Q0
v +

1
2

ΔQv(r)
)

Vpol
solv(r)dr, (9)  

where Δμsc is the Singer–Chandler formula for the solvation free energy 
[22]. 

The details of the CRK and sp-3D-RISM can be found in the previous 
papers [17,19]. 

2.3. sp-3D-RISM-SCF 

A hybrid method of sp-3D-RISM and electronic structure theory, sp- 
3D-RISM-SCF, determines the solute electronic wave function, solvent 
distribution, and polarization charge density by solving the Schrödinger 
equation with the solvated Hamiltonian and the sp-3D-RISM iteratively, 
which is a similar manner to the former theories, such as Kohn–Sham 
density functional theory (KS-DFT)/3D-RISM or 3D-RISM-SCF 
[8,11,23,24]. 

The solute wave function, ψ, is determined using ab initio molecular 
orbital theory or KS-DFT by minimizing the expected value of the sol-
vated Hamiltonian: 

ε =

〈

ψ
⃒
⃒
⃒
⃒
⃒
Ĥ0 +

∑

v
ρv

∫

V̂ solu(r)
(
Q0

v + ΔQv(r)
)
gv(r)dr

⃒
⃒
⃒
⃒
⃒
ψ
〉

, (10)  

V̂ solu(r) = −
e

|r − re|
+
∑

u

Zue
|r − ru|

, (11)  

where re and e are the coordinates of the electron and the elementary 
charge, respectively. Zu and ru are the nuclear charge and position of 
solute atom u, respectively. This condition is derived from the last term 
in eq. (2). 

The computational scheme of sp-3D-RISM-SCF theory is shown in 

Scheme 1. Before the sp-3D-RISM-SCF iteration, an sp-1D-RISM calcu-
lation should be performed for the bulk solvent system to obtain the 
solvent susceptibility, χvv’ , and solvent effective charge, Q0

v . At the 
beginning of the sp-3D-RISM-SCF iteration, we start from the electronic 
structure calculation of the solute molecule without solvent effects and 
obtain the electrostatic potential by the solute molecule, Vsolu. Under the 
obtained Vsolu, the sp-3D-RISM iteration consisting of 3D-RISM and CP- 
uu-3D-RISM is performed. The CP-uu-3D-RISM is introduced to obtain 
the response of the distribution function for the solvent charge pertur-
bation, Gvv(r), and hence one can obtain the polarization charge of the 
solvent, ΔQv(r), through eq. (3). The electrostatic potential acting on the 
solute electron due to the solvent molecules is evaluated using gv(r) and 
ΔQv(r), before proceeding to the next cycle. The iteration continues until 
the total free energy, Esolute + Δμ, converges. 

3. Computational details 

In the present study, we examine two different systems, namely a 
solute H2O molecule immersed in an aqueous solution and a pNA 
molecule in an aqueous solution. For both systems, the solute molecule 
is treated as a “quantum” molecule, whereas the solvent waters are 
treated as “classical” molecules. 

The parameters for the solvent system are the same as in the previous 
study [17]. The water solvent is at 298.0 K with a number density of 
0.0334 Å− 3. The LJ parameters for solvent water are taken from the 
simple point charge (SPC) model with a modified hydrogen parameter 
σH = 1.00 Å and εH = 0.046 kcal/mol [8,25]. The CRK and molecular 
structure of solvent water are taken from the literature [16]. The point 
charge of solvent water in vacuo is determined using the electrostatic 
potential method with the restricted Hartree–Fock/double zeta plus 
polarization (RHF/DZP) level.[26,27] The dielectric constant for the 
dielectric-consistent RISM calculation is set at 78.5 [28]. The number of 
grid points for computation of the neat solvent system is 2048 with a 
grid width of 0.05 Å. 

For the solute molecules, the SPC LJ parameters are employed for the 
solute H2O and the generalized Amber force field parameters for pNA 
[29,30]. The molecular structure of pNA is determined using the RHF/ 
DZP method with an integral equation formula polarizable continuum 
model (PCM) calculation before the sp-3D-RISM-SCF calculation. For 

Table 1 
Physical properties of H2O in aqueous solution.   

DFT/ 
sp-3D- 
RISM 

DFT/ 
np-3D- 
RISM 

RHF/ 
sp-3D- 
RISM 

RHF/ 
np-3D- 
RISM 

Ereorg[kcal/mol]  2.55  2.26  2.73  2.41 
Δμ[kcal/mol]  –8.20  –7.61  –9.57  –8.92 
ΔμSC[kcal/mol]  –7.83  –7.61  –9.16  –8.92 
ΔμCRK[kcal/mol]  –0.37   –0.41  
Solute dipole moment 

[Debye]  
2.64  2.61  2.77  2.74 

Point charge on solute 
oxygen [e]  

–0.952  –0.941  –0.998  –0.987  

uCRK
v (r) = uLJ

v (r) + Q0
vVsolu(r) +

1
2

δΔQv(r)
(
Vsolu(r) + V stat

solv(r) + Vpol
solv(r)

)
+ Q0

vVpol
solv(r). (7)   
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the quantum chemical calculation of solute molecules, the DFT/DZP and 
RHF/DZP levels are employed for solute H2O, and the DFT/DZP is used 
for solute pNA. For the Frank–Condon (FC) excited state, the time- 
dependent DFT with the DZP basis (TD-DFT/DZP) is employed. The 
functional of DFT and TD-DFT is the Becke, three-parameter, Lee-
–Yang–Parr (B3LYP) exchange–correlation functional.[31,32] In the FC 
state, the solvent distribution is fixed to that of the ground state, but the 
electronic polarization of the solvent is assumed to respond to the 
electronic excitation of the solute. The number of grid points for the 3D- 
RISM calculation is 1283 with a grid width of 0.5 Å for both systems. 

All the calculations were conducted using the RISM integrated 
calculator (RISMiCal) program package developed by us with the 
GAMESS quantum chemical program [33,34]. 

4. Results and discussion 

A. H2O in water 
The sp-3D-RISM-SCF calculation for the H2O molecule in water sol-

vent was examined. In Table 1, the physical properties of the solute H2O 
computed using sp-3D-RISM-SCF and conventional np-3D-RISM-SCF 
with KS-DFT and RHF are shown. The electronic polarization of solute 
H2O is smaller in the DFT results than in the RHF. In both the DFT and 
RHF, with the introduction of the solvent-polarizable model, the po-
larization of the solute H2O becomes larger. The solute electronic 
reorganization energy is defined as 

Ereorg = 〈ψ|Ĥ0|ψ〉 − 〈ψ0|Ĥ0|ψ0〉, (12)  

where ψ0 is the solute wave function in vacuo. The change in solute 
reorganization energy is 0.3 kcal/mol, whereas the solvation free energy 
change is –0.6 kcal/mol. Therefore, solvent polarization contributes to 
lowering the total free energy of the system, which is consistent with 
chemical intuition. According to eq. (8), the solvation free energy in sp- 
3D-RISM can be divided into the Singer–Chandler term, ΔμSC, and the 
CRK term, ΔμCRK. Both ΔμSC and ΔμCRK contribute to lowering the 
solvation free energy, and the ΔμCRK term shows a small but non-
negligible contribution compared with ΔμSC. The effects of solvent po-
larization on the solute electronic distribution can be seen in the solute 
dipole moment and the effective point charge on solute oxygen. Here, 
the effective point charges on the solute atoms were determined using 
the electrostatic potential method. The dipole moment was increased by 
about 0.03 Debye and the negative charge on the oxygen atom was 
increased by about 0.01 e. 

In Fig. 1, contour plots of the distribution functions on the molecular 
plane evaluated using sp-3D-RISM-SCF gsp

v and np-3D-RISM-SCF gnp
v are 

compared. Both sp- and np-3D-RISM-SCF show similar features of the 
distribution. The oxygen of solvent water shows a conspicuous peak 
around the solute hydrogen, whereas the solvent hydrogen shows a peak 
in the vicinity of solute oxygen. These features correspond to the 
hydrogen bond between water molecules. In the right panel of Fig. 1, the 
differences of the distribution functions by the sp- and np-3D-RISM-SCF, 
gsp

v − gnp
v , are shown. The figure clearly shows that the introduction of 

solvent polarization enhances the hydrogen-bond feature. In addition, 
the distribution just outside the peak of hydrogen coordinated to the 
solute oxygen is lowered by the introduction of solvent polarization. 
This means that hydrogen bonding is enhanced by the induced 
polarization. 

Fig. 2 shows the contour plot of polarization charge density, 
ΔQv(r)gv(r), on the molecular plane. The solvent oxygen making a 
hydrogen bond with solute hydrogen exhibits negative polarization 
induced by the positive charge on the hydrogen. By contrast, the 
hydrogen-bonded solvent hydrogen with the solute oxygen shows a 
positive charge distribution. 

Fig. 1. Contour plot of solvent distribution functions around the solute water molecule. Left, center, and right panels are the distribution functions using sp-3D-RISM- 
SCF gsp

v , np-3D-RISM-SCF gnp
v , and the difference between them, gsp

v − gnp
v , respectively. The left and right parts in each panel correspond to distributions of oxygen and 

hydrogen, respectively. 

Fig. 2. Contour plot of polarized charge density of solvent water. The left and 
right parts correspond to distributions of oxygen and hydrogen, respectively. 

Table 2 
Physical properties of pNA in aqueous solution.   

DFT/ 
sp-3D- 
RISM 

DFT/ 
np-3D- 
RISM 

DFT/ 
PCMa 

DFT/ 
gas 
phase 

Δμ[kcal/mol]  –3.30  –2.65  –6.13  
ΔμCRK[kcal/mol]  –0.64    
Solute dipole moment [Debye]  12.34  12.21  10.87  8.08 
Solute dipole moment (FC state) 

[Debye]  
14.97  13.94  17.16  12.47 

π–π∗ FC excitation energy [eV]  3.52  3.68  3.52  3.95 
Solvation shift of π–π* FC excitation 

energy [eV]  
–0.43  –0.27  –0.43  

a) Evaluated using conductor-like PCM with iterative solver implemented in 
GAMESS. 
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B. p-Nitroaniline in water 
The effect of the solvent polarization on the electronic structure of 

pNA in water was investigated by comparison with the np-3D-RISM-SCF 
and PCM. In Table 2, the physical properties of pNA in both the ground 
and excited states are summarized. As seen in the case of H2O in water, 
the introduction of solvent polarization enhances the solute–solvent 
electrostatic interaction. The solvation free energy shows greater sta-
bilization than the np-3D-RISM-SCF case. The dipole moments in the 
ground and π–π* excited states are enhanced by the solvent effect, and 
especially the sp-3D-RISM-SCF shows the largest polarization in the 
solute. The change in the solute dipole moment is about 0.1 Debye in the 
ground state, whereas that in the π–π* excited state is 1.0 Debye. In the 
π–π* excited state, because pNA has charge separation, the effect of the 
polarization becomes larger. The π–π* FC excitation energy is also 
examined. The FC excitation energy becomes smaller by the introduc-
tion of the solvent polarization. Because the electronic polarization of a 
solvent molecule can respond to the change of the solute electronic 
structure, the FC excitation energy with the solvent polarization be-
comes lower than that of a nonpolarizable model. According to this 
picture, the solvation shift of the π–π* excitation energy of sp-3D-RISM- 
SCF shows a greater redshift than the np-3D-RISM-SCF. Compared with 
the experimental value, about –0.98 eV [35–37], np-3D-RISM-SCF un-
derestimates the solvation shift, while the sp-3D-RISM-SCF improves it. 

Fig. 3 compares the distribution functions on the molecular plane 
evaluated using sp-3D-RISM-SCF gsp

v and np-3D-RISM-SCF gnp
v as contour 

plots. The conspicuous peak of the solvent oxygen can be found near the 
amino hydrogen. By contrast, a hydrogen peak appears around the nitro 
oxygen. Those peaks correspond to the hydrogen bond between solute 

pNA and solvent water. The change in gv of pNA plotted in the left panel 
of Fig. 3 shows the effects of the introduction of solvent polarization on 
the solvent distribution. Similar to the H2O system discussed in the 
previous subsection, the hydrogen-bond feature of the solvent distri-
bution is enhanced by the solvent polarization, namely, the positive 
peak of oxygen around the amino hydrogen and that of hydrogen around 
the nitro oxygen. In Fig. 4, the polarization charge density distribution is 
plotted. The negative peak of oxygen and the positive peak of hydrogen 
are observed around the amino hydrogen and nitro oxygen, respectively. 
These features also indicate the enhancement of the solute–solvent 
electrostatic interaction by introducing solvent polarization. The po-
larization charge density distribution in the FC state is plotted in the 
right panel in Fig. 4. In this state, the solvent distribution, gv(r), is un-
changed from the ground state, whereas the polarization charge, ΔQv(r), 
responds to the solute electronic structure change. The negative peak of 
oxygen around the amino hydrogen and the positive peak of hydrogen 
around the nitro oxygen seem to be greater than those in the ground 
state. As seen in Table 2, pNA in the π–π* excited state has greater po-
larization, and hence both the positive and negative peak heights in the 
polarization charge density become greater than those in the ground 
state. 

5. Summary 

In this letter, we proposed a hybrid method of an electronic structure 
theory and the sp-3D-RISM theory to consider the electronic structure of 
solvated molecules as well as a solvation structure including solvent 
polarization. 

The method was applied to the water molecule in aqueous solution 

Fig. 3. Contour plots of solvent distribution functions around the solute pNA molecule. Left, center, and right panels are the distribution functions using sp-3D-RISM- 
SCF gsp

v , np-3D-RISM-SCF gnp
v , and the difference between them, gsp

v − gnp
v , respectively. The left and right parts in each panel correspond to distributions of oxygen and 

hydrogen, respectively. 

Fig. 4. Contour plots of the polarized charge density of solvent water. The left and right panels are those in the ground and FC states, respectively. The left and right 
parts correspond to distributions of oxygen and hydrogen, respectively. 
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and the pNA molecule in aqueous solution, and the effects of the solvent 
polarization on their properties were analyzed. The results clearly 
showed that solvent polarization has a nonnegligible effect on the 
electronic structure of the solute molecules. This indicates that taking 
solvent polarization into account allows for a more accurate description 
of chemical processes in solution, such as electron transfer. 

Recently, we proposed a theory of nonequilibrium free energy using 
sp-3D-RISM and a theory of solvation dynamics [18,19]. By combining 
these theories with the sp-3D-RISM-SCF theory proposed in this study, 
we can obtain the solvation dynamics associated with the excitation 
energy transfer taking into account the polarization of solvent mole-
cules. Such studies are in progress in the authors’ group. 
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